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Introduction
• We still don’t know what the 
dark matter is [please let me know if you do]

• It could even be made of 
several vastly different things

• Let’s keep an open mind
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0. Brief overview of CMB physics 

1. Annihilating dark matter 

2. Scattering dark matter 

3. Primordial black holes



0. Brief overview of CMB physics
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The CMB brightness is 2-dimensional function: frequency and direction

T (⌫, n̂) = T0 +�Tspec(⌫) +�Tanis(n̂) + �T (⌫, n̂)

Planck polarization
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Distortions tell us about thermal history

timez ≈ 2×106 
t  ≈ 2 months 

full thermalization

unobservable

blackbody with 
different T 

Effect of heat injection as a function of time:

distortion with amplitude ~ΔEinj/E

See e.g.  Hu & Silk 1993, Chluba & Sunyaev 2012

distortion shape indicates injection time

z ≈ 5×104 
t  ≈ 300 yrs

μ-era y-era

inefficient 
thermalization

partial
thermalization



Shape informs us about the injection epoch 
Amplitude of distortion ~ injected energy ΔU/U. 

Chluba 2013

354 J. Chluba

Figure 1. Numerical results for the Green’s function of the cosmological thermalization problem for various heating redshifts, zh ∈ [103, 5 × 106]. Energy
release at very high redshifts causes an increase in the effective temperature of the photon field, while at low redshifts, photons only partially upscatter,
creating a y-distortion. Around zh ≃ 3 × 105, a pure µ-distortion is created. All intermediate stages are roughly (precision ≃10–30 per cent) represented by a
superposition of these extreme cases; however, the small residuals provide a principle possibility to distinguish different thermal histories at redshifts 104 ! z

! 3 × 105.

For low-heating redshift (zh ! 104), the Green’s function takes
the shape of a Compton y-distortion (Zeldovich & Sunyaev 1969).
At this redshift, the effective y-parameter remains very small, so that
photons only weakly interact with the electrons and the distortion
is described by

4Gth(ν, zh !104, 0)≈YSZ(ν)= 2hν3

c2

x ex

(ex − 1)2
[x coth(x/2)−4] .

At very low frequencies (ν ! 1 GHz) this approximation is
not as accurate, since matter and radiation start decoupling and
Bremsstrahlung emission (or absorption) can alter the spectrum
[see Chluba & Sunyaev (2012) for illustration]. However, the pho-
ton intensity in that part of the radiation field is very small and this
effect will be challenging to observe. The numerical results for the
Green’s function include these aspects.

At zh ≃ 3 × 105, the Green’s function is mainly represented by
a µ-type distortion, obtained using the condition

∫
ν2"nν dν ≡ 0

[see Chluba et al. (2012a); Khatri & Sunyaev (2012b) for more
detail]:

α−1Gth(ν, zh ≃ 3 × 105, 0) ≈ M(ν) = 2hν3

c2

ex

(ex − 1)2
[x/β − 1] .

Here, α ≈ 1.401 (Sunyaev & Zeldovich 1970; Illarionov & Sunyaev
1975a,b) and β = 3ζ (3)/ζ (2) ≈ 2.1923. Neglecting the temperature
shift, the Green’s function for the distortion part is well represented
by M(ν), even for zh " 3 × 105 when additionally multiplying with
the distortion visibility function, J (zh), giving the approximation
Gth(ν, zh " 3 × 105, 0) ≈ 1.401J (zh) M(ν) + 1−J (zh)

4 G(ν).
Finally, Fig. 1 also shows the Green’s function at several inter-

mediate stages, 104 ! zh ! 3 × 105. Signals produced mainly
during this epoch were already discussed in Chluba & Sunyaev
(2012, see figs 15 and 19), indicating that the total distortion is

not simply given by a pure superposition of µ- and y-distortion.
More recently, this was also demonstrated by Khatri & Sunyaev
(2012b). The small (≃10–30 per cent) residuals might allow dis-
tinguishing different energy-release scenarios in the future. This is
especially interesting if, for instance, decaying particles with life-
times tX ≃ 2.6 × 108−2.2 × 1011 s are present (Chluba & Sunyaev
2012); however, detailed forecasts are required to address this ques-
tion. One can still obtain a fairly good approximation for the Green’s
function in this intermediate regime by assuming that the spec-
trum is close to a superposition of a pure µ- and y-distortion,
Gth(ν, zh ! 3 × 105, 0) ≈ 1.401Jµ(zh) M(ν) + Jy (zh)

4 YSZ(ν). The
coefficients, Jy(zh) and Jµ(zh), which approximate the transition
between the µ- and y-distortion regime, can be determined using a
least square fit to the Green’s function. We find

Jy(zh) ≈
(

1 +
[

1 + z

6.0 × 104

]2.58
)−1

,

Jµ(zh) ≈ 1 − exp

(
−

[
1 + z

5.8 × 104

]1.88
)

. (5)

This approximation for Gth(ν, zh, 0) works at ≃10–30 per cent pre-
cision for the standard cosmology, with the residuals containing
additional information about the time dependence of the energy re-
lease at 104 ! zh ! 3 × 105. In summary, this means that a pretty
good approximation for the Green’s function at all redshifts is given
by

G∗
th(ν, zh, 0) = 1.401Jµ(zh)J (zh) M(ν)

+Jy(zh)
4

YSZ(ν) + 1 − J (zh)
4

G(ν). (6)
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Transfer function (mostly photon monopole + dipole for temperature, quadrupole 
for polarization): result of linear evolution of photon + neutrino + baryon + DM. 

Anisotropies tell us about initial conditions, 
dynamics of perturbations and ionization history

�T

T
(z = 0, n̂) =

Z
dz V(z) T (z, r(z)n̂) ⇣init [ + (I)SW]

Visibility function: probability of last Thomson scattering between z and z + dz.

V(z) = nHxe�T

dt

dz
⇥ exp


�
Z z

0

dz0
✓
nHxe�T

dt

dz

◆

z0

�

8

Box 1: The visibility function and Silk damping

Changes in the recombination history xe(z) a↵ect the CMB anisotropy in two ways: through the visibility

function and Silk damping. We only give a brief explanation of these concepts here, and refer the interested

reader to standard cosmology textbooks for a more complete treatment, for example Ref. [63].

• The visibility function

The optical depth for Thomson scattering (cross-section �T) between the time t and today (time t0) is

⌧ =

Z t0

t
ne(t

0
)c�Tdt

0
=

Z z

0

ne(z
0
)c�T

H(z0)

dz
0

1 + z0
. (2.1)

The probability for a photon to be scattered while traveling through an infinitesimal optical depth d⌧ is just d⌧ .

And the probability of survival (i.e., non-scattering) of a photon while traveling through a finite optical depth

⌧ is e
�⌧

. Therefore, the probability that a photon was last scattered in the interval [⌧, ⌧ + d⌧ ] is e
�⌧

d⌧ . The

visibility function is the probability distribution for last scattering of photons in redshift domain:

g(z) ⌘ e
�⌧(z) d⌧

dz
=

ne(z)c�T

(1 + z)H(z)
e
�⌧(z)

. (2.2)

We plot the visibility function in the left panel below. It peaks at z ⇡ 1080 and has a long low-redshift

“tail”, which is also important for high-precision CMB measurements. As an example, a correct MLA treatment

(Chapter 3) lowers g(z) at low-z in comparison to Peebles’ model (Section 2.2.1). This leads to an enhanced

predicted CMB anisotropy as photons are less rescattered at low redshifts.

• Silk damping

Prior to their last scattering at redshift zrec ⇡ 1080, photons go through a random walk as they scatter o↵

free electrons. At redshift z > zrec, their mean free path is (in physical length)

Lmfp(z) ⇡
1

ne(z)�T

. (2.3)

The variance of the comoving length travelled prior to last scattering is then

�
2

D
⌘ h�x

2i ⇡
Z trec

0

✓
Lmfp(z)

a

◆2
cdt

Lmfp(z)
=

Z 1

zrec

c(1 + z)dz

H(z)ne(z)�T

. (2.4)

Any perturbation with wavelength � ⇠< �D is therefore damped (photons from hot spots and cool spots can

e�ciently mix before last scattering). For the standard cosmology, we find �D ⇠ 20 Mpc with the simple

estimate (2.4). A more accurate treatment would give a ⇠ 3 times larger length, which subtends an angle of

⇠ 10
0
. We can see on the plot below (right panel; adapted from Fig. 2.8 of Ref. [19]) that anisotropies are

indeed exponentially damped for multipole moments ` ⇠> `D ⇠ 1000.
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FIG 2.8.—The left panel shows a realisation of the CMB power spectrum of the concordance ⇤CDM model (red
line) after 4 years of WMAP observations. The right panel shows the same realisation observed with the sensitivity
and angular resolution of Planck.

since the fluctuations could not, according to this naive argument, have been in causal contact
at the time of recombination.

Inflation o↵ers a solution to this apparent paradox. The usual Friedman equation for the
evolution of the cosmological scale factor a(t) is

H
2 =

✓
ȧ

a

◆
2

=
8⇡G

3
⇢ � k

a2
, (2.5)

where dots denote di↵erentiation with respect to time and the constant k is positive for a closed
universe, negative for an open universe and zero for a flat universe. Local energy conservation
requires that the mean density ⇢ and pressure p satisfy the equation

⇢̇ = �3
✓

ȧ

a

◆
(⇢ + p). (2.6)

Evidently, if the early Universe went through a period in which the equation of state satisfied
p = �⇢, then according to Equation 2.6 ⇢̇ = 0, and Equation 2.5 has the (attractor) solution

a(t) / exp(Ht), H � constant. (2.7)

In other words, the Universe will expand nearly exponentially. This phase of rapid expansion
is known as inflation. During inflation, neighbouring points will expand at superluminal speeds
and regions which were once in causal contact can be inflated in scale by many orders of
magnitude. In fact, a region as small as the Planck scale, LPl ⇠ 10�35 m, could be inflated
to an enormous size of 1010

12

m—many orders of magnitude larger than our present observable
Universe (⇠ 1026 m)!

As pointed out forcefully by Guth (1981), an early period of inflation o↵ers solutions to
many fundamental problems. In particular, inflation can explain why our Universe is so nearly
spatially flat without recourse to fine-tuning, since after many e-foldings of inflation the cur-
vature term (k/a

2) in Equation 2.5 will be negligible. Furthermore, the fact that our entire
observable Universe might have arisen from a single causal patch o↵ers an explanation of the
so-called horizon problem (e.g., why is the temperature of the CMB on opposite sides of the
sky so accurately the same if these regions were never in causal contact?). But perhaps more
importantly, inflation also o↵ers an explanation for the origin of fluctuations.

`

Adapted from the 
Planck blue book

Planck simulated data

Silk damping tail

(1 + z)V(z)

z



0-th order measurement: total abundance of cold, 
collisionless dark matter 

⌦ch
2 =

A&A 594, A13 (2016)

Table 1. Parameters of the base ⇤CDM cosmology (as defined in PCP13) determined from the publicly released nominal-mission CamSpec
DetSet likelihood [2013N(DS)] and the 2013 full-mission CamSpec DetSet and cross-yearly (Y1⇥Y2) likelihoods with the extended sky coverage
[2013F(DS) and 2013F(CY)].

[1] Parameter [2] 2013N(DS) [3] 2013F(DS) [4] 2013F(CY) [5] 2015F(CHM) [6] 2015F(CHM) (Plik) ([2]–[6])/�[6] ([5]–[6])/�[5]

100✓MC . . . . . . . . . 1.04131 ± 0.00063 1.04126 ± 0.00047 1.04121 ± 0.00048 1.04094 ± 0.00048 1.04086 ± 0.00048 0.71 0.17
⌦bh2 . . . . . . . . . . . 0.02205 ± 0.00028 0.02234 ± 0.00023 0.02230 ± 0.00023 0.02225 ± 0.00023 0.02222 ± 0.00023 �0.61 0.13
⌦ch2 . . . . . . . . . . . 0.1199 ± 0.0027 0.1189 ± 0.0022 0.1188 ± 0.0022 0.1194 ± 0.0022 0.1199 ± 0.0022 0.00 �0.23
H0 . . . . . . . . . . . . 67.3 ± 1.2 67.8 ± 1.0 67.8 ± 1.0 67.48 ± 0.98 67.26 ± 0.98 0.03 0.22
ns . . . . . . . . . . . . 0.9603 ± 0.0073 0.9665 ± 0.0062 0.9655 ± 0.0062 0.9682 ± 0.0062 0.9652 ± 0.0062 �0.67 0.48
⌦m . . . . . . . . . . . . 0.315 ± 0.017 0.308 ± 0.013 0.308 ± 0.013 0.313 ± 0.013 0.316 ± 0.014 �0.06 �0.23
�8 . . . . . . . . . . . . 0.829 ± 0.012 0.831 ± 0.011 0.828 ± 0.012 0.829 ± 0.015 0.830 ± 0.015 �0.08 �0.07
⌧ . . . . . . . . . . . . . 0.089 ± 0.013 0.096 ± 0.013 0.094 ± 0.013 0.079 ± 0.019 0.078 ± 0.019 0.85 0.05
109Ase�2⌧ . . . . . . . . 1.836 ± 0.013 1.833 ± 0.011 1.831 ± 0.011 1.875 ± 0.014 1.881 ± 0.014 �3.46 �0.42

Notes. These three likelihoods are combined with the WMAP polarization likelihood to constrain ⌧. The column labelled 2015F(CHM) lists
parameters for a CamSpec cross-half-mission likelihood constructed from the 2015 maps using similar sky coverage to the 2013F(CY) likelihood
(but greater sky coverage at 217 GHz and di↵erent point source masks, as discussed in the text). The column labelled 2015F(CHM) (Plik) lists
parameters for the Plik cross-half-mission likelihood that uses identical sky coverage to the CamSpec likelihood. The 2015 temperature likelihoods
are combined with the Planck lowP likelihood to constrain ⌧. The last two columns list the deviations of the Plik parameters from those of the
nominal-mission and the CamSpec 2015(CHM) likelihoods. To help refer to specific columns, we have numbered the first six explicitly. The high-`
likelihoods used here include only TT spectra. H0 is given in the usual units of km s�1 Mpc�1.

of approximately 2.0% and 1.7%, respectively. In addi-
tion, the mapmaking used for 2015 data processing utilizes
“polarization destriping” for the polarized HFI detectors
(Planck Collaboration VIII 2016).

(2) The 2013 papers used WMAP polarization measurements
(Bennett et al. 2013) at multipoles `  23 to constrain the
optical depth parameter ⌧; this likelihood was denoted “WP”
in the 2013 papers. In the 2015 analysis, the WMAP polar-
ization likelihood is replaced by a Planck polarization likeli-
hood constructed from low-resolution maps of Q and U po-
larization measured by LFI at 70 GHz, foreground cleaned
using the LFI 30-GHz and HFI 353-GHz maps as polarized
synchrotron and dust templates, respectively, as described
in Planck Collaboration XI (2016). After a comprehensive
analysis of survey-to-survey null tests, we found possible
low-level residual systematics in Surveys 2 and 4, likely re-
lated to the unfavourable alignment of the CMB dipole in
those two surveys (for details see Planck Collaboration II
2016). We therefore conservatively use only six of the
eight LFI 70-GHz full-sky surveys, excluding Surveys 2 and
4, The foreground-cleaned LFI 70-GHz polarization maps
are used over 46% of the sky, together with the temper-
ature map from the Commander component-separation al-
gorithm over 94% of the sky (see Planck Collaboration IX
2016, for further details), to form a low-` Planck tempera-
ture+polarization pixel-based likelihood that extends up to
multipole ` = 29. Use of the polarization information in
this likelihood is denoted as “lowP” in this paper The op-
tical depth inferred from the lowP likelihood combined with
the Planck TT likelihood is typically ⌧ ⇡ 0.07, and is about
1� lower than the typical values of ⌧ ⇡ 0.09 inferred from
the WMAP polarization likelihood (see Sect. 3.4) used in the
2013 papers. As discussed in Sect. 3.4 (and in more detail in
Planck Collaboration XI 2016) the LFI 70-GHz and WMAP
polarization maps are consistent when both are cleaned with
the HFI 353-GHz polarization maps7.

7 Throughout this paper, we adopt the following labels for likelihoods:
(i) Planck TT denotes the combination of the TT likelihood at multi-
poles ` � 30 and a low-` temperature-only likelihood based on the CMB
map recovered with Commander; (ii) Planck TT+lowP further includes
the Planck polarization data in the low-` likelihood, as described in the
main text; (iii) labels such as Planck TE+lowP denote the T E likelihood
at ` � 30 plus the polarization-only component of the map-based low-`

(3) In the 2013 papers, the Planck temperature likelihood was a
hybrid: over the multipole range `=2�49, the likelihood was
based on the Commander algorithm applied to 87% of the sky
computed using a Blackwell-Rao estimator for the likelihood
at higher multipoles (`=50–2500) was constructed from
cross-spectra over the frequency range 100�217 GHz us-
ing the CamSpec software (Planck Collaboration XV 2014),
which is based on the methodology developed in Efstathiou
(2004, 2006). At each of the Planck HFI frequencies, the
sky is observed by a number of detectors. For example, at
217 GHz the sky is observed by four unpolarized spider-web
bolometers (SWBs) and eight polarization sensitive bolome-
ters (PSBs). The TOD from the 12 bolometers can be com-
bined to produce a single map at 217 GHz for any given pe-
riod of time. Thus, we can produce 217-GHz maps for in-
dividual sky surveys (denoted S1, S2, S3, etc.), or by year
(Y1, Y2), or split by half-mission (HM1, HM2). We can also
produce a temperature map from each SWB and a temper-
ature and polarization map from quadruplets of PSBs. For
example, at 217 GHz we produce four temperature and two
temperature+polarization maps. We refer to these maps as
detectors-set maps (or “DetSets” for short); note that the Det-
Set maps can also be produced for any arbitrary time pe-
riod. The high multipole likelihood used in the 2013 papers
was computed by cross-correlating HFI DetSet maps for the
“nominal” Planck mission extending over 15.5 months8. For
the 2015 papers we use the full-mission Planck data, extend-
ing over 29 months for the HFI and 48 months for the LFI. In
the Planck 2015 analysis, we have produced cross-year and
cross-half-mission likelihoods in addition to a DetSet like-
lihood. The baseline 2015 Planck temperature-polarization
likelihood is also a hybrid, matching the high-multipole like-
lihood at ` = 30 to the Planck pixel-based likelihood at lower
multipoles.

(4) The sky coverage used in the 2013 CamSpec likelihood was
intentionally conservative, retaining e↵ectively 49% of the

Planck likelihood; and (iv) Planck TT,TE,EE+lowP denotes the combi-
nation of the likelihood at ` � 30 using TT , T E, and EE spectra and the
low-` temperature+polarization likelihood. We make occasional use of
combinations of the polarization likelihoods at ` � 30 and the temper-
ature+polarization data at low-`, which we denote with labels such as
Planck TE+lowT,P.
8 Although we analysed a Planck full-mission temperature likelihood
extensively, prior to the release of the 2013 papers.

A13, page 6 of 63

[Planck collaboration 2015]

Wayne Hu’s tuturial

What can the CMB tell us about the nature of DM?



1. Annihilating dark matter

your 
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model
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Testing the vanilla WIMP with the CMB

``WIMP miracle”: DM abundance results from annihilation cross section 

Step 0: DM annihilations inject energy with volumetric rate

⇢̇inj =
1

2

✓
⇢c
m�

◆2

h�vim� =
1

2

h�vi
m�

⇢2c

=> CMB is mostly sensitive to pann =
h�vi
m�

h�virelic ⇠ 10�26cm3s�1



that the injected energy is inversely proportional to the
particle mass; more massive particles inject less energy
into the IGM.

B. DM annihilation channels

As discussed previously, recent cosmic-ray anomalies
have motivated models of WIMP annihilation to leptons

with a large cross section. We compute fðzÞ for a WIMP
annihilating to lepton pairs and charged pions, both di-
rectly and via a new GeV-scale state (annihilation channels
of the latter type are denoted ‘‘XDM’’). As a benchmark,
the mass of the new light state is taken to be 1 GeV for
electron, muon and pion final states, and 4 GeV for taus:
however, because of the large mass hierarchy between the

10 100 1000
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FIG. 4 (color online). The ‘‘deposited power fraction’’ fðzÞ is the ratio of the power deposited in the gas (in the form of ionizations,
excitations, and heating) to the mass energy liberated by WIMP annihilations. For electron channels, fðzÞ # 1 at high z, but other
channels lose some fraction of their power to neutrinos and (anti)protons. Upper left panel: direct annihilation to SM leptons. Upper
right panel: direct annihilation to nonleptonic SM states (‘‘light quarks’’ corresponds to 50% annihilation to u quarks, 50% to d
quarks). Lower left panel: XDM-type models with annihilation through an intermediate 1 GeV state to electrons and muons. Lower
right panel: XDM-type models with annihilation through an intermediate 1 GeV state to charged pions, and through an intermediate
4 GeV state to taus. The legend indicates the annihilation channel and the WIMP mass. The kink around z ¼ 1700 is an artifact of an
approximation made in RECFAST and has no impact on our results.

CMB CONSTRAINTS ON WIMP ANNIHILATION: ENERGY . . . PHYSICAL REVIEW D 80, 043526 (2009)

043526-7

Slatyer, Padmanabhan & Finkbeiner 2009 

Step 1: compute energy deposited into the plasma

⇢̇dep(z) = f(z) ⇢̇inj

Depends on the nature and spectrum of particles produced in 
annihilation, e.g. if the DM annihilates entirely to neutrinos, f = 0

f(z)

z



Step 2: channel of energy deposition: heat / ionizations / excitations

Simple estimate of Chen & Kamionkowski 04 (based on numerical studies of 
Shull & Van Steenberg 85):


1 + 2xe

3
,
1� xe

3
,
1� xe

3

�
fraction in heat, ionization, excitation ~

employed, the dependence on the base prescription will
cancel out between the corrected fðzÞ curve and the choice
of the χbasec ðzÞ factors in the original analysis.
In Fig. 11 we plot the fion;baseðzÞ curves for the SSCK

and 3 keV choices of base prescription, again for an
annihilation-like history: these curves constitute our best
estimate of the appropriately corrected deposition-effi-
ciency curves for the purposes of computing CMB con-
straints on DM annihilation. We also display the fsimðzÞ
curves obtained as described in Eq. (13). In Fig. 12 we plot
the approximate correction factor χcorrðzÞ, which should be
interpreted as the fraction of deposited energy proceeding

into previously unaccounted-for continuum photons, for
the energy injection history corresponding to conventional
DM annihilation.
From Fig. 12 we see that the correction to fðzÞ due to

continuum losses is largest at injection energies around 1–
100MeV (depending on redshift) for photons, and at slightly
lower energies (∼1–10 MeV) for eþe− pairs. This is con-
sistent with the discussion of Fig. 3; the correction is smaller
than one might expect for nonrelativistic eþe− pairs (with
injection kinetic energieswell below 1MeV) becausemost of
the injected energy is bound up in their mass, and thus the
deposition of the kinetic energy is almost irrelevant. Such
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FIG. 10. Power absorbed into the competing channels from particles injected by DM annihilation, or a similar process, as a function of
injection energy and redshift of absorption, normalized to the total injected power at the same redshift. We show results for eþe− pairs
with initial energy (for each member of the pair) ∼50 MeV (left panel) and ∼80 GeV (right panel).

FIG. 11. Corrected fðzÞ curve for particles injected by DM annihilation, as a function of injection energy and redshift of absorption. In
the left panel we use the 3 keV baseline ionization fractions [so these fðzÞ curves should be used with analyses that employed the same
prescription]; in the center panel we use the SSCK baseline. In the right panel we correct for the continuum losses using the results of
Fig. 12, and thus derive an alternate channel-independent fsimðzÞ curve. The upper row describes eþe− pairs (the x-axis “energy” label
here indicates the kinetic energy of a single member of the pair at injection), the lower row describes photons.

INDIRECT DARK MATTER …. II. IONIZATION, … PHYSICAL REVIEW D 93, 023521 (2016)

023521-15

Slatyer 2016, for e- e+ pairs

(in practice, depends on injected spectrum, e.g. Slatyer 2016)



Step 3: effect on CMB observables

• spectral distortions:
�I⌫
IBB
⌫

⇠
Z

dt fheat
⇢̇dep
⇢�

typically much less sensitive to DM annihilation than anisotropies

• recombination history: ẋdirect

e = ẋstd

e + fion
⇢̇dep

nH ⇥ 13.6 eV

ẋ2 = ẋstd

2
+ fexc

⇢̇dep
nH ⇥ 10.2 eV

Ṫgas = Ṫ std
gas +

2

3ngas
fheat ⇢̇dep

Requires highly accurate standard recombination theory  
[YAH & Hirata 10, 11, Chluba ++ 11]
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Recfast: Hswitch=1

Recfast: Hswitch=0

Hyrec: Recfast

Hyrec: Full

Figure 2. Free electron fraction and matter temperature as a function of the redshift with, from
bottom to top, pann = 0, 10�6

, 5· 10�6 or 10�5 m3s�1kg�1. For each value of pann, we used either
recfast or hyrec, and two di↵erent options for each of the two codes; the four results agree to
better than a few percent, and the di↵erence would be indistinguishable on the plots.

for recfast, with or without taking into account the hydrogen physics e↵ects described
in [35] (using the switch Hswitch), and for hyrec, using the mode RECFAST (mimicking
a simplified version of recfast) and FULL (including a state-of-the art description of an
e↵ective multi-level hydrogen atom as well as radiative transfer near the Lyman lines). The
FULL mode uses interpolation tables requiring TM < Tr. This is the case at all times provided
that the annihilation parameter does not exceed pann  3· 10�6 m3s�1kg�1. In order to test
hyrec/FULL above this value, we removed the condition TM < Tr from the code, letting
it extrapolate from the table. For all used values of pann, TM never exceeds Tr by a large
fraction and the extrapolation is therefore accurate.

In the results presented in figure 2, we assumed a ⇤CDM model without reionization.
The first two small steps seen on the electron fraction curve correspond to the two helium
recombinations, and bring the ratio xe = ne/nH down to one. The third and biggest step
accounts for hydrogen recombination. As expected, the energy injected by DM annihilation
inhibits recombination, and the free electron fraction freezes out at a larger value. Moreover,
the matter temperature decreases more slowly after photon decoupling due to energy injection
in the gas resulting from DM annihilation.

For each value of pann, the di↵erence between the four algorithms is extremely smalll.4

We checked that the shifts induced in the CMB power spectra are well below the sensitivity
level of current CMB data sets, and lead to the same observational bounds on pann. This
means that the four approaches can be used indi↵erently in the rest of this analysis. Whenever
we could, we sticked to recfast with Hswitch on, in order to speed up the computation.
We will mention below that for some models, we had to use instead hyrec with the RECFAST
or FULL mode, found to be the more stable numerically. In these cases, the increase in
computing time in the full parameter extraction process was less than a factor of two.

4
It would be even smaller using the fudge factor values of version 1.5.2 of recfast, that was released after

the submission of this work.
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last curve was obtained with pann = 0 and with reionization at zreio = 11.

3.2 E↵ects on the CMB power spectrum

We could expect the e↵ect of DM annihilation to be degenerate with that of reionization, since
both mechanisms increase the ionization fraction after photon decoupling, and therefore the
optical depth to last scattering ⌧(zdec). Indeed, a high ionization fraction at z < zdec implies
that more photons interact along the line of sight, which tends to damp temperature and
polarization anisotropies on sub-Hubble scale, and to regenerate extra polarization around
the Hubble scale at the time of re-scattering.

In figure 3, we compare the e↵ect of varying pann with that of changing the redshift of
reionization, under the usual simplifying assumption of a single reionization step, such that
xe(z) follows a hyperbolic tangent centered on zreio. The two e↵ects turn out to be rather
di↵erent for reasons that are easy to understand.

First, the annihilation e↵ect is already present around z = zdec, and results in a small
delay in the decoupling time (defined as the maximum of the visibility function �⌧

0
e
�⌧ ).

Hence, the sound horizon at decoupling has the time to grow, while the di↵usion damping
scale has su�cient time to reach larger scales. The increased sound horizon results in peaks
visible under larger angles or smaller l’s: this shifting of the peak explains the oscillatory
patterns clearly visible in figure 3. The increased di↵usion damping scale enhances Silk
damping at large l

0
s, leading to the negative high-l slope in figure 3.

Second, DM annihilation increases the ionization fraction and the optical depth at
all redshifts in the range 0 < z < zdec. This means that some power is removed from the
temperature and polarization spectrum on all scales, with a maximum suppression for l > 200,
corresponding to modes being always inside the Hubble radius in the range 0 < z < zdec. In
the temperature spectrum, multipoles with l < 200 are less and less a↵ected when l decreases.
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polarization anisotropies on sub-Hubble scale, and to regenerate extra polarization around
the Hubble scale at the time of re-scattering.
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xe(z) follows a hyperbolic tangent centered on zreio. The two e↵ects turn out to be rather
di↵erent for reasons that are easy to understand.

First, the annihilation e↵ect is already present around z = zdec, and results in a small
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patterns clearly visible in figure 3. The increased di↵usion damping scale enhances Silk
damping at large l
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s, leading to the negative high-l slope in figure 3.

Second, DM annihilation increases the ionization fraction and the optical depth at
all redshifts in the range 0 < z < zdec. This means that some power is removed from the
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corresponding to modes being always inside the Hubble radius in the range 0 < z < zdec. In
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Same general picture holds to test any DM model injecting 
energy into the photon-baryon plasma (e.g. decaying DM): 

energy injection → energy deposition → heat + ionizations
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Fig. 41. Constraints on the self-annihilation cross-section at recombina-
tion, h�3iz⇤ , times the e�ciency parameter, fe↵ (Eq. (81)). The blue area
shows the parameter space excluded by the Planck TT,T E, EE+lowP
data at 95% CL. The yellow line indicates the constraint using WMAP9
data. The dashed green line delineates the region ultimately accessible
to a cosmic-variance-limited experiment with angular resolution com-
parable to that of Planck. The horizontal red band includes the values
of the thermal-relic cross-section multiplied by the appropriate fe↵ for
di↵erent DM annihilation channels. The dark grey circles show the best-
fit DM models for the PAMELA/AMS-02/Fermi cosmic-ray excesses,
as calculated in Cholis & Hooper (2013, caption of their figure 6). The
light grey stars show the best-fit DM models for the Fermi Galactic cen-
tre �-ray excess, as calculated by Calore et al. (2015, their tables I, II,
and III), with the light grey area indicating the astrophysical uncertain-
ties on the best-fit cross-sections.

temperature and polarization. As a result, the e↵ects of DM
annihilation on the power spectra at high multipole are degen-
erate with other parameters of base ⇤CDM, such as ns and
As (Chen & Kamionkowski 2004; Padmanabhan & Finkbeiner
2005). At large angular scales (` . 200), however, dark matter
annihilation can produce an enhancement in polarization, caused
by the increased ionization fraction in the freeze-out tail follow-
ing recombination. As a result, large-angle polarization informa-
tion is crucial for breaking the degeneracies between parameters,
as illustrated in Fig. 40. The strongest constraints on pann there-
fore come from the full Planck temperature and polarization
likelihood and there is little improvement if other astrophysical
data, or Planck lensing, are added35.

We verified the robustness of the Planck TT,TE,EE+lowP
constraint by also allowing other parameter extensions of base
⇤CDM (Ne↵ , dns/dln k, or YP) to vary together with pann. We
found that the constraint is weakened by up to 20%. Further-
more, we have verified that we obtain consistent results when
relaxing the priors on the amplitudes of the Galactic dust tem-
plates or if we use the CamSpec likelihood instead of the baseline
Plik likelihood.

Figure 41 shows the constraints from WMAP9, Planck
TT,TE,EE+lowP, and a forecast for a cosmic-variance-limited
experiment with similar angular resolution to Planck36. The

35 It is interesting to note that the constraint derived from Planck
TT,TE,EE+lowP is consistent with the forecast given in Galli et al.
(2009a), pann < 3 ⇥ 10�28 cm3 s�1 GeV�1.
36 We assumed here that the cosmic-variance-limited experiment would
measure the angular power spectra up to a maximum multipole of `max =
2500, observing a sky fraction fsky = 0.65.

horizontal red band includes the values of the thermal-relic
cross-section multiplied by the appropriate fe↵ for di↵erent DM
annihilation channels. For example, the upper red line corre-
sponds to fe↵ = 0.67, which is appropriate for a DM particle
of mass m� = 10 GeV annihilating into e+e�, while the lower
red line corresponds to fe↵ = 0.13, for a DM particle annihi-
lating into 2⇡+⇡� through an intermediate mediator (see, e.g.,
Arkani-Hamed et al. 2009). The Planck data exclude at 95%
confidence level a thermal relic cross-section for DM parti-
cles of mass m� <⇠ 44 Gev annihilating into e+e� ( fe↵ ⇡ 0.6),
m� <⇠ 16 GeV annihilating into µ+µ� or bb̄ ( fe↵ ⇡ 0.2), and
m� <⇠ 11 GeV annihilating into ⌧+⌧� ( fe↵ ⇡ 0.15).

The dark grey shaded area in Fig. 41 shows the approx-
imate allowed region of parameter space, as calculated by
Cholis & Hooper (2013) on the assumption that the PAMELA,
AMS, and Fermi cosmic-ray excesses are caused by DM annihi-
lation; the dark grey dots indicate the best-fit dark matter models
described in that paper (for a recent discussion on best-fitting
models, see also Boudaud et al. 2015). The favoured value of
the cross-section is about two orders of magnitude higher than
the thermal relic cross-section (⇡3⇥ 10�26 cm3 s�1). Attempts to
reconcile such a high cross-section with the relic abundance of
DM include a Sommerfeld enhanced cross-section (that may sat-
urate at h�3i ⇡ 10�24 cm3 s�1) or non-thermal production of DM
(see, e.g., the discussion by Madhavacheril et al. 2014). Both of
these possibilities are strongly disfavoured by the Planck data.
We cannot, however, exclude more exotic possibilities, such as
DM annihilation through a p-wave channel with a cross-section
that scales as 32 (Diamanti et al. 2014). Since the relative veloc-
ity of DM particles at recombination is many orders of magni-
tude smaller than in the Galactic halo, such a model cannot be
constrained using CMB data.

Observations from the Fermi Large Area Telescope of ex-
tended �-ray emission towards the centre of the Milky Way,
peaking at energies of around 1�3 GeV, have been interpreted
as evidence for annihilating DM (e.g.,Goodenough & Hooper
2009; Gordon & Macías 2013; Daylan et al.2016; Abazajian
et al. 2014; Lacroix et al. 2014). The light grey stars in Fig. 41
show specific models of DM annihilation designed to fit the
Fermi �-ray excess (Calore et al. 2015), while the light grey box
shows the uncertainties of the best-fit cross-sections due to im-
precise knowledge of the Galactic DM halo profile. Although
the interpretation of the Fermi excess remains controversial (be-
cause of uncertainties in the astrophysical backgrounds), DM an-
nihilation remains a possible explanation. The best-fit models of
Calore et al. (2015) are consistent with the Planck constraints on
DM annihilation.

6.7. Testing recombination physics with Planck

The cosmological recombination process determines how CMB
photons decoupled from baryons around redshift z ⇡ 103,
when the Universe was about 400 000 years old. The impor-
tance of this transition on the CMB anisotropies has long been
recognized (Sunyaev & Zeldovich 1970; Peebles & Yu 1970).
The most advanced computations of the ionization history
(e.g., Ali-Haïmoud & Hirata 2010; Ali-Haimoud & Hirata 2011;
Chluba & Thomas 2011; Chluba et al. 2012) account for many
subtle atomic physics and radiative transfer e↵ects that were
not included in the earliest calculations (Zeldovich et al. 1968;
Peebles 1968).

With precision data from Planck, we are sensitive
to sub-percent variations of the free electron fraction

A13, page 51 of 63

max

✓
fe↵

h�vi
m�

◆ ⇥
cm3s�1

⇤

Planck collaboration 2015



2. Scattering dark matter

your 
favorite 
model

�

�

SM

SM



Direct detection constraints on DM-nucleon interactions 

• Currently mostly sensitive to masses ≿ GeV  
• Sensitive to assumptions about the local DM density and velocity 
distribution
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merous compared to oxygen and calcium. For lighter masses
a substantial part of the tungsten recoils have energies be-
low threshold leading to a strong decrease of the number of
counts. This results in a mass range completely dominated
by scatterings off oxygen, because the drop for oxygen and
calcium is shifted towards lower masses (see figure 7).

In the limit of very low masses, the reduced mass con-
verges to the mass of the dark matter particles causing less
pronounced differences in the shape of the recoil spectra on
the different target nuclei. This effect is further augmented
by the influence of the baseline noise. Since the A2-scaling
of the cross sections still persists, scatterings off tungsten
account for a slightly larger proportion of the total expected
signal again.

9 Result, Discussion and Outlook

For each dark matter particle mass we use the Yellin opti-
mum interval method [16] to calculate an upper limit with
90 % confidence level on the elastic spin-independent inter-
action cross-section of dark matter particles with nucleons.
While this one-dimensional method does not rely on any as-
sumption on the background, it exploits differences between
the measured (see figure 6) and the expected energy spec-
trum (see section 8).

Fig. 8 Parameter space for elastic spin-independent dark matter-
nucleon scattering. The result from this blind analysis is drawn in solid
red together with the expected sensitivity (1s confidence level (C.L.))
from the data-driven background-only model (light red band). The re-
maining red lines correspond to previous CRESST-II limits [6,17]. The
favored parameter space reported by CRESST-II phase 1 [8], CDMS-
Si [18] and CoGeNT [19] are drawn as shaded regions. For compari-
son, exclusion limits (90 % C.L.) of the liquid noble gas experiments
[20–22] are depicted in blue, from germanium based experiments in
green [23–26]. In the gray area coherent neutrino nucleus scattering,
dominantly from solar neutrinos, will be an irreducible background for
a CaWO4-based dark matter search experiment [27].

The resulting exclusion limit of this blind analysis is
drawn in solid red in figure 8. For higher masses this module
does not have a competitive sensitivity, due to the large num-
ber of background events. In particular, the leakage from the
55Fe-source (see figure 6) results in an almost flat limit for
masses of 5–30 GeV/c2. However, for dark matter particles
lighter than 4 GeV/c2 we explore new parameter space.

The improvement compared to the 2014 result [6] (red
dashed line) is a consequence of the almost constant back-
ground level down to the threshold which was reduced from
603 eV to 307 eV. The lower the mass of the dark matter par-
ticle the more relevant these improvements become. With
this analysis we explore masses down to 0.5 GeV/c2, a nov-
elty in the field of direct dark matter searches.

The transition point of the dominant scattering target nu-
cleus manifests itself as kink in the corresponding exclusion
curve. Due to the lower threshold Lise starts to be domi-
nated by scatterings off tungsten already at ⇠3 GeV/c2 (see
figure 7) compared to ⇠4.5 GeV/c2 for the 2014 result [6].

Due to the rather large number of leakage events into
the acceptance region the result is already not limited by ex-
posure any more. Consequently, only small statistical fluc-
tuations are expected, which is confirmed calculating limits
for 10,000 Monte Carlo sets sampled from the data-driven
background model discussed in section 4. The resulting 1 s
contour is shaded in light red in figure 8.

In CRESST-III we will substantially size down the ab-
sorber crystals to achieve lower energy thresholds. Further-
more, we expect two beneficial effects on the light signals:
Firstly more light reaches the light detector and secondly the
light detector can also be scaled down which leads to an en-
hanced energy resolution. Both improvements will increase
the background discrimination power. All modules will fea-
ture an upgraded holding scheme and are mainly equipped
with absorber crystals produced in-house due to their signif-
icantly lower level of intrinsic radioactive contaminations.
Combining these measures with the enhanced discrimina-
tion power, a drastically reduced background leakage is ex-
pected.

In this letter we prove that a low energy threshold is
the key requirement to achieve sensitivity to dark matter
particles of O(1 GeV/c2) and below. We expect significant
progress exploring the low mass regime with the upcoming
CRESST-III experiment, featuring next-generation detectors
optimized towards the detection of recoil energies as small
as 100 eV.
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FIG. 2. Observed number of events versus photoelectrons
(PE) in XENON10 (top) [22] and XENON100 (bottom) [23].
DM spectra are shown form� = 10 MeV (blue) & 1 GeV (red)
with a cross section fixed at our derived 90% C.L. limit (we
assume fiducial values for the secondary ionization model).
Insets show spectra in bins of 27PE (20PE), the mean number
of PE created by one electron in XENON10 (XENON100).

coil events at current and upcoming xenon experiments,
we have fixed �e to specific values that are allowed by
simple and predictive benchmark models [1, 5, 34–40] and
further below. We consider the DM (a Dirac fermion or
complex scalar �) to be charged under a broken U(1)D
gauge force, mediated by a kinetically-mixed dark pho-
ton, A0, with mass mA0 . The A0 mediates DM-electron
scattering, and FDM(q) = 1 (↵2m2

e/q2) for a heavy (ul-
tralight) dark photon. The left axis for top (bottom) plot
of Fig. 1 shows the event rate for �e fixed to the maxi-
mum value allowed by current constraints for mA0 = 3m�

(mA0 ⌧ keV), while the right axis of the top (bottom)
plot fixes �e so that scalar (fermion) DM obtains the cor-
rect relic abundance from thermal freeze-out (freeze-in).
Clearly, a large number of DM events could be seen in
upcoming detectors. These results are easily rescaled to
other DM models that predict DM-electron scattering.

New XENON10 and XENON100 bounds. We now
recalculate the bounds from XENON10 data [2] (15 kg-
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FIG. 3. 90% C.L. limit on the DM-electron scattering cross
section from XENON10 data (blue) and XENON100 data
(red) for FDM = 1 (top) & FDM = ↵2m2

e/q
2 (bottom). Dot-

ted black lines show XENON10 bounds from [2].

days), including for the first time events with ne & 4, as
well as from XENON100 data [23] (30 kg-years). Since
the experimental observable is the number of photoelec-
trons (PE) produced by an event, we convert ne to PE.
An event with ne electrons produces a gaussian dis-
tributed number of PE with mean neµ and width

p
ne�,

where µ = 27 (19.7) and � = 6.7 (6.2) for XENON10
(XENON100). We multiply the signal with the trigger
and acceptance e�ciencies from [2, 23] and then bin both
the signal and data in steps of 27PE (20PE), starting
from 14PE (80PE) for XENON10 (XENON100). The
first bin for the XENON100 analysis is 80-90PE, corre-
sponding to roughly half an electron. We require that
the resulting signal is less than the data at 90% C.L. in
each bin. For XENON10, the 90% C.L. upper bounds
on the rates (after unfolding the e�ciencies) are r1 <
15.18, r2 < 3.37, r3 < 0.95, r4 < 0.35, r5 < 0.35, r6 <
0.15, r7 < 0.35 counts kg�1 day�1, corresponding to
bins b1 = [14, 41], b2 = [41, 68] . . . , b7 = [176 � 203] PE;
for XENON100, we find r4 < 0.17, r5 < 0.24, r6 <
0.17 counts kg�1 day�1 corresponding to bins b4 =
[80, 90], b5 = [90, 110], b6 = [110, 130] PE.

Fig. 2 shows the two data sets in PE and two sam-
ple DM spectra. Fig. 3 shows the strongest XENON10
and XENON100 limit combined across all bins, and a

Essig, Volansky 
& Yu 2017
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FIG. 2. Observed number of events versus photoelectrons
(PE) in XENON10 (top) [22] and XENON100 (bottom) [23].
DM spectra are shown form� = 10 MeV (blue) & 1 GeV (red)
with a cross section fixed at our derived 90% C.L. limit (we
assume fiducial values for the secondary ionization model).
Insets show spectra in bins of 27PE (20PE), the mean number
of PE created by one electron in XENON10 (XENON100).

coil events at current and upcoming xenon experiments,
we have fixed �e to specific values that are allowed by
simple and predictive benchmark models [1, 5, 34–40] and
further below. We consider the DM (a Dirac fermion or
complex scalar �) to be charged under a broken U(1)D
gauge force, mediated by a kinetically-mixed dark pho-
ton, A0, with mass mA0 . The A0 mediates DM-electron
scattering, and FDM(q) = 1 (↵2m2

e/q2) for a heavy (ul-
tralight) dark photon. The left axis for top (bottom) plot
of Fig. 1 shows the event rate for �e fixed to the maxi-
mum value allowed by current constraints for mA0 = 3m�

(mA0 ⌧ keV), while the right axis of the top (bottom)
plot fixes �e so that scalar (fermion) DM obtains the cor-
rect relic abundance from thermal freeze-out (freeze-in).
Clearly, a large number of DM events could be seen in
upcoming detectors. These results are easily rescaled to
other DM models that predict DM-electron scattering.
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days), including for the first time events with ne & 4, as
well as from XENON100 data [23] (30 kg-years). Since
the experimental observable is the number of photoelec-
trons (PE) produced by an event, we convert ne to PE.
An event with ne electrons produces a gaussian dis-
tributed number of PE with mean neµ and width

p
ne�,

where µ = 27 (19.7) and � = 6.7 (6.2) for XENON10
(XENON100). We multiply the signal with the trigger
and acceptance e�ciencies from [2, 23] and then bin both
the signal and data in steps of 27PE (20PE), starting
from 14PE (80PE) for XENON10 (XENON100). The
first bin for the XENON100 analysis is 80-90PE, corre-
sponding to roughly half an electron. We require that
the resulting signal is less than the data at 90% C.L. in
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on the rates (after unfolding the e�ciencies) are r1 <
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Fig. 2 shows the two data sets in PE and two sam-
ple DM spectra. Fig. 3 shows the strongest XENON10
and XENON100 limit combined across all bins, and a
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FIG. 3. The expected number of events and likelihood at XENON1T
as a function of the DM-nucleon scattering cross section for a DM
mass of 10 GeV. Note that for intermediate cross sections, particles
arriving at the detector from below will also contribute and attenuate
event counts, giving rise to diurnal modulations. This is not taken
into account here, where all particles are assumed to reach the detec-
tor from above and the focus lies on finding the critical cross section
of strongly interacting DM.

alytic stopping equation obviously overestimates the stopping
power of an overburden and makes the event number drop too
fast with increasing cross section. In reality, particles which
scatter fewer times than the average still reach the detector
capable of triggering it. Therefore MC simulations make con-
straints on strongly interacting DM more stringent, extending
to higher cross sections. The resulting limits are not just more
restrictive, but also more accurate, robust and consistent, since
upper and lower bounds are on equal footing.

In a recent paper [33] the authors claim that the analytic de-
scription fails in deriving the critical cross section of strongly
interacting DM, quoting a discrepancy in the number of events
of multiple orders of magnitude. However, looking at fig. 3 it
is clear that any method which conservatively underestimates
the critical cross section, will lead to much higher event num-
bers compared to the corresponding MC simulations. Yet, this
discrepancy says very little about the accuracy of the critical
cross section estimate as the actual quantity of interest, since
the event number drops very steeply. The limits obtained with
the analytic descriptions may be conservative and improvable,
but they are still valid. They typically underestimate the criti-
cal cross section just by a factor of a few.

For completeness we also include the corresponding bound
obtained with method a, i.e. the simple speed cut-off crite-
rion. In this case it gives a reasonable and conservative esti-
mate, which is more restrictive than the limit of method b as
expected. However, without the MC results a quality assess-
ment would not have been possible, as discussed in sec. II.

We show the main results of this study in fig. 4, the
constraints on DM with masses between 100 MeV and 20
GeV from CRESST-II, XENON1T, DAMIC(2011), and the
CRESST 2017 surface run, together with constraints from the
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FIG. 4. Our results for the 90% CL constraints on light
DM for CRESST-II [39], the CRESST 2017 surface run [7],
DAMIC(2011) [46], and XENON1T [5]. Also included are con-
straints from XQC [21], and the CMB [13]. At the bottom of the
plot we included the neutrino background [47], and in black dashed
lines we indicate the new constraints from CRESST-III [6].

XQC experiment and the CMB. For each mass and detector4,
we obtain an excluded band of cross sections, from a lower
limit to the upper critical cross section due to shielding of
strongly interacting DM.

The DAMIC(2011) constraints are fully covered by the two
experiments of the CRESST collaboration. The purpose of
including these result is to compare them to limits obtained
with the DMATIS code [28] as an independent and valuable
cross-check of our simulation. For the masses between 1 and
100 GeV we find an average relative deviation between the
two limits of about 15% with slightly higher deviations for
masses of order O(1 GeV). But overall the two limits seem
to agree to a reasonable precision. Further cross-checks and
comparisons might be desirable, though the DMATIS code
has not been released at the time of submission of this paper.

Both CRESST-II and XENON1T are located deep under-
ground at LNGS. Hence it comes to no surprise that they
turn out to be rather insensitive to strongly interacting DM.
In the low-mass regime they constrain cross sections up to
⇠ 10�30cm2 and ⇠ 10�31cm2 respectively.

Most interesting is last year’s CRESST 2017 surface run
of a prototype detector developed for the ⌫-cleus experi-
ment. As opposed to the vast majority of DM detectors it
was not placed underground and is therefore ideal to constrain
strongly interacting DM. It probes and constraints cross sec-

4 For details on the considered detectors we refer to app. B.

Emken & Kouvaris 2018

Cross-section ceiling due to shielding  
[e.g. Zaharijas & Farrar 2005, Erickcek et al. 2005, Kouvaris & Shoemaker 2014] 
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Figure 3: Similar to figure 2, but for velocity-independent DM-nucleon cross section. Dashed
red line shows the CSR limit taken from [5]. The CMB constraints are taken from [12, 13].

(a) (b)

Figure 4: Similar to figure 2, but for DM-nucleon cross section with positive power indices.

Figure 5 shows the 90% CL upper reach of CSR in the m − �0 (v�c)n parameter space,
where we take v = VCSR, the mean velocity of DM particles before entering the Earth’s
atmosphere and are above the CSR threshold. We evaluate the cross section for this velocity
to introduce a metric to quantify the constraining-capability of CSR as a function of the
DM mass and the power-law index of the DM-nucleon cross section. For DM masses ≥ 3

GeV, the CSR limits are stronger for positive power-law indices in comparison to negative
power-law indices. The velocity of DM particles decreases as these particles travel through

– 13 –

Cross-section ceiling due to shielding  
[e.g. Zaharijas & Farrar 2005, Erickcek et al. 2005, Kouvaris & Shoemaker 2014] 

Mahdawi & Farrar 2018



CMB anisotropies as  
a direct detection experiment

Basic effect: momentum exchange with the photon-baryon plasma

=> affects the linear evolution of perturbations  
[Chen ++ 02, Sigurdson ++ 04, Dvorkin ++ 14, Boddy & Gluscevic 18]

a�1 d

dt
(a~vb) = �~r�+ �Compt(~v� � ~vb) + ��b(~v� � ~vb)

a�1 d

dt
(a~v�) = �~r� +

⇢b
⇢�

��b(~vb � ~v�)

��b ⇠
⇢�

mb +m�
h�vreli
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p
⇡, YHe is the helium mass fraction,

and Tb and T� are the temperatures of the baryon and
DM fluids. The internal spin degrees of freedom6 are
g�=2, gp=2, and gHe=1. In the nuclear shell model,
the length parameter for helium is aHe⇡1.5 fm [40]. For
spin-independent scattering, the total rate coe�cient is

R(SI)

� = R(SI)

�p + R(SI)

�He
; for spin-dependent scattering, the

total rate coe�cient is R(SD)

� = R(SD)

�p . Note that the ve-
locity dependence of the cross section in the case of he-
lium translates to the additional temperature-dependent
term in the last line of the above expressions.

Since we are interested in light DM, we cannot neglect
terms with T� in the above equations (as was done in
Ref. [36] for heavy DM). We thus track the DM temper-
ature evolution given by7 [35, 36]

Ṫ� = �2
ȧ
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The heat-exchange coe�cients control when the DM and
baryon fluids thermally decouple, and they are given by
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Data analysis and results. We use the CMB
power spectra and likelihoods from the Planck 2015 data
release, as available through the clik/plik distribu-
tion [30, 31]. We analyze temperature, polarization, and
lensing to jointly constrain the six standard ⇤CDM pa-
rameters: the Hubble parameter h, baryon density ⌦bh2,
DM density ⌦�h2, reionization optical depth ⌧ , the am-
plitude of the scalar perturbations As, and the scalar
spectral index ns. We also include the coupling coef-

ficient cSI/SDp as an additional free parameter (with a
wide flat prior probability distribution). We use the code
MontePython [46] with the PyMultinest [47] implemen-
tation of nested likelihood sampling [48–50].8 We repeat

6 The DM and baryonic spin degrees of freedom were omitted in
similar expressions derived in Refs. [34–36].

7 At early times, when the interactions a↵ect the evolution of den-
sity modes accessible to cosmological observables, baryons are
in thermal contact with photons, and the backreaction on the
baryon temperature is a subdominant e↵ect; we thus ignore it.

8 For the case of no DM–proton interactions (vanishing coupling
coe�cients), we recover ⇤CDM parameter values and constraints
consistent with Planck published results [30] (to within 0.14�).

FIG. 1. Constraints on the DM–proton scattering cross sec-
tion, as derived from various cosmological measurements;
shaded regions are excluded with 95% confidence. The exclu-
sion curves that partially span this mass range are from pre-
vious state-of-the-art results, while the red curves that span
the entire mass range represent the constraints derived in this
study for spin-independent and spin-dependent scattering.
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FIG. 2. Percent di↵erence in the CMB temperature power
spectrum between the ⇤CDM model and a model with spin-
independent DM–proton scattering, where the interaction
strength is set to its 95% confidence-level upper limit (while
all other cosmological parameters are kept at their best-fit
Planck 2015 values [45]). The size of Planck 2� error bar
(binned with a bin size �`=50) is roughly represented by the
shaded region, for reference.

the fitting procedure for a range of 8 fixed DM mass val-
ues between 1 keV and 1 TeV for spin-independent and
for spin-dependent interactions.

We find no evidence for DM–proton scattering in the
data, and thus derive 95% confidence-level upper lim-
its on cSIp and cSDp as a function of DM mass. We
then convert these results into upper limits on the cor-
responding interaction cross sections; the resulting ex-
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DM density ⌦�h2, reionization optical depth ⌧ , the am-
plitude of the scalar perturbations As, and the scalar
spectral index ns. We also include the coupling coef-

ficient cSI/SDp as an additional free parameter (with a
wide flat prior probability distribution). We use the code
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in thermal contact with photons, and the backreaction on the
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FIG. 1. Constraints on the DM–proton scattering cross sec-
tion, as derived from various cosmological measurements;
shaded regions are excluded with 95% confidence. The exclu-
sion curves that partially span this mass range are from pre-
vious state-of-the-art results, while the red curves that span
the entire mass range represent the constraints derived in this
study for spin-independent and spin-dependent scattering.

FIG. 2. Percent di↵erence in the CMB temperature power
spectrum between the ⇤CDM model and a model with spin-
independent DM–proton scattering, where the interaction
strength is set to its 95% confidence-level upper limit (while
all other cosmological parameters are kept at their best-fit
Planck 2015 values [45]). The size of Planck 2� error bar
(binned with a bin size �`=50) is roughly represented by the
shaded region, for reference.

the fitting procedure for a range of 8 fixed DM mass val-
ues between 1 keV and 1 TeV for spin-independent and
for spin-dependent interactions.

We find no evidence for DM–proton scattering in the
data, and thus derive 95% confidence-level upper lim-
its on cSIp and cSDp as a function of DM mass. We
then convert these results into upper limits on the cor-
responding interaction cross sections; the resulting ex-

Gluscevic & Boddy 2018

Constant cross section

See also Boddy & Gluscevic 2018, Xu, Dvorkin & Chael 2018  
for constraints to general operators. 

CMB anisotropies as  
a direct detection experiment



Adiabatic cooling of CMB photons: 

CMB spectrum as  
a direct detection experiment

Tcmb

��
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/ (1 + z)

Tdm

��
adiabatic

/ (1 + z)2
Adiabatic cooling of non-relativistic DM (mχ > keV):                                                   

If DM + γ ↔ DM + γ   ⇒ heat flows from photons to DM                                                         

⇒  CMB cools slightly faster than adiabatically

Tcmb / (1 + z)1+✏ ✏ ⇠ ndm

n�

Maximum effect (if DM thermalizes with CMB):

YAH, Chluba & Kamionkowski 2015



• What if DM scatters with electrons? 

• Same story: indirect thermal coupling to photons through 
Compton scattering: 

DM + e ↔ DM + e
e + γ ↔ e + γ

• What if DM scatters with nuclei? 

• Same story: indirect thermal coupling to photons through 
Coulomb and Compton scattering: 

DM + p ↔ DM + p

e + γ ↔ e + γ
p + e ↔  p + e



redshift at which DM and 
photons thermally decouple 

depends on σ and mDM 

zmax = 2e6  
otherwise no distortion
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Constraints from spectral distortions
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Also derived bounds for velocity- and energy-dependent  cross sections



In progress: detailed study of thermal decoupling of DM

Updated limits for DM-proton scattering, assuming thermal distribution

Instantaneous decoupling  
approx. (YAH ++ 2015)

Evolution of the DM temperature  
(thermal approx.)

CMB anisotropy (Gluscevic & Boddy ’18)
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In progress: non-thermal evolution of the DM velocity distribution 
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SUMMARY 

It is suggested that there may be a large number of gravitationally collapsed 
objects of mass 10-5 g upwards which were formed as a result of fluctuations in 
the early Universe. They could carry an electric charge of up to ±30 electron 
units. Such objects would produce distinctive tracks in bubble chambers and 
could form atoms with orbiting electrons or protons. A mass of 1017 g of such 
objects could have accumulated at the centre of a star like the Sun. If such a 
star later became a neutron star there would be a steady accretion of matter by 
a central collapsed object which could eventually swallow up the whole star in 
about ten million years. 

It has been known for some time that a star of mass M greater than about one 
and a half times the mass of the Sun cannot support itself against gravity when it 
has exhausted its nuclear fuel. If therefore it has not ejected sufficient matter to 
reduce its mass below this figure by the end of its lifetime, it seems that it must 
undergo gravitational collapse to produce a ‘ black hole * of radius about the 
Schwarzschild radius zGM/c2. This collapsed object would produce a gravitational 
field of the same order as that of the original star and therefore could still be detected 
by its gravitational effect. The theory of a mass ejection in the later stages of stellar 
evolution is still uncertain but it seems that there could easily be as many collapsed 
stars as visible ones in our galaxy. Indeed the recent observations by Weber (i)-(3) 
of gravitational wave pulses which appear to come from the galactic centre suggest 
that objects of stellar mass may be collapsing at a rate of more than one a day in the 
nucleus of the galaxy. 

The aim of this paper however is to suggest that there may also be a large 
number of collapsed objects of very much smaller mass which were formed in the 
very early stages of the Universe. The basis for this suggestion is the ‘ Chaotic 
Cosmology ’ proposed by Misner (4). This theory is an attempt to avoid having to 
postulate very special initial conditions for the Universe in order to produce the 
presently observed features such as the high degree of isotropy and the existence of 
galaxies. Instead, it is postulated that these were initially large random fluctuations 
on all length scales but that most of these fluctuations were later damped out by 
dissipation processes such as neutrino viscosity and photon viscosity. 

A comoving volume U, in the early Universe, would have a gravitational binding 
energy of the order of Gp2V5/3 where p is the density. The kinetic energy of 
expansion of the matter in the volume would be of the order of pF5/3(Û/U)2 and the 
potential energy arising from the relativistic pressure would be of the order of pc2V. 
This can be neglected in comparison with the gravitational energy if U> (c2IGp)3/2. 
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© Royal Astronomical Society • Provided by the NASA Astrophysics Data System 
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If the picture of large initial fluctuations is correct there must have been many such 
volumes for which the gravitational energy considerably exceeded the kinetic energy 
of expansion. These regions would not have continued to expand with the rest of the 
Universe but would have collapsed again. If these collapsed regions are not to be 
completely disconnected universes on their own, the mass in them must not be so 
large as to close them off from our Universe. This, together with the requirement 
that gravity should be able to defeat the pressure forces implies that the mass M of 
the collapsed object will be of the order of (c^lG^po)1^2 where po is the density in the 
region at the time of maximum expansion. 

Since gravitational collapse is essentially a classical process, it is probable that 
black holes could not form with radii less than the Plank length (GAc-3)1/2 ~ io-33 cm, 
the length at which quantum fluctuations of the metric are expected to be of order 
unity. A Schwarzschild radius of this length would correspond to a mass of about 
i o-5 g. For lengths larger than io~33 cm it should be good approximation to ignore 
quantum gravitational effects and treat the metric classically. One might therefore 
expect collapsed objects to exist with masses from 10-5 g upwards. 

It might be thought that a collapsed object could not form unless its Schwarz- 
schild radius were greater than the Compton wavelength h/cm of one of the ele- 
mentary particles which went to form it. This would imply a minimum mass for a 
collapsed object of about 1014 g. However, this does not seem a valid argument since 
the Compton wavelengths of the photon and other zero rest-mass particles are 
infinite, yet a sufficient concentration of electromagnetic radiation can cause gravita- 
tional collapse. The relevant wavelength to compare with the Schwarzschild radius 
is not the wavelength at rest but hc/E where E is the typical energy of a particle. 
This will be much greater than me2 as the particles will be ultra-relativistic. In fact if 
there are q different species of particle present, the temperature T will be of the order 
of (p^5/?3/^4)1/4 and so the typical wavelength will be hcjkT = {hqjpc)1^. This will 
be less than the Schwarzschild radius if ikf > {c2lzG){qhlpoc)1^. But M~ (£6/G3po)1/2- 
Thus the condition will be satisfied if M> ^chqlG)1!2 ~ q1!2 x io-5 gm. This again 
indicates that collapsed objects cannot have masses of less than about io-5 g. 
Hagedorn (5) has suggested that q might increase exponentially in the early Uni- 
verse. However it has been claimed (6) that Hagedorn’s theory breaks down when 
the wavelength of a typical particle is greater than the particle horizon. The 
Schwarzschild radius of a collapsed object is of the same order as the particle 
horizon at the time of maximum expansion. We shall therefore consider the possi- 
bility that may be collapsed objects of any mass from io-5 g upwards. 

An upper bound on the number of these objects can be set from the measure- 
ments by Sandage (7) of the deceleration of the expansion of the Universe. These 
measurements indicate that the average density of the Universe cannot be greater 
than about io-28 g cm-2. Since the average density of visible matter is only 
about io-31 g cm-2, it is tempting to suppose that the major part of the mass of 
the Universe is in the form of collapsed objects. This extra density could stabilize 
clusters of galaxies which, otherwise, appear mostly not to be gravitationally bound. 

One might expect these collapsed objects to have velocities in the range 50- 
1000 km s“1, similar to those of other bodies such as stars and galaxies, which move 
primarily under the influence of gravity. A collapsed object moving with velocity v 
through matter of density d would lose energy by gravitational scattering at a rate of 
the order of 47tG2M2 djv2 per unit distance. This is so low that a 1 g object could 
travel io21 light years through solid lead at 100 km s_1 without being appreciably 
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PBH formation from large perturbations

• If δ > δc, a radiation perturbation collapses to form a BH (e.g.  
Niemeyer and Jedamzik 99, Shibata and Sasaki 99, Musco in prep. )

Mpbh ~ Mhorizon (δ - δc)γ

• Given large enough density perturbations a (tiny) fraction of 
the radiation collapses to BHs.  

e.g. for Gaussian perturbations  � ⇡ erfc

✓
�cp
2�

◆

(non-Gaussianity changes the picture, e.g. Young++ 15, Nakama ++16) 

Mhorizon ⇠ M�

✓
106 Mpc�1

k

◆2

⇠ M�

✓
102 MeV

T

◆2



3

FIG. 1: The equation of state parameter ! and the sound speed squared c
2

s
for the Standard Model [9],

plotted against horizon mass, in units of solar mass. The filled circles show the nodes of the spline used for
the fit for !.

heat (as in a second order transition). Instead, the equation of state parameter !(T ) and the sound speed
squared c

2

s
(T ) dip well below 1/3 at around this temperature, but su↵er no discontinuity.

We denote the two relevant measures of the e↵ective number of relativistic degrees of freedom as

ge↵(T ) =
30⇢

⇡2T 4
, he↵(T ) =

45s

2⇡2T 3
, (1)

where ⇢ is the energy density and s the entropy density. From the relationship between the energy density,
entropy density and the pressure p = sT � ⇢, we see that the equation of state parameter is given by

!(T ) =
4he↵(T )

3ge↵(T )
� 1 (2)

and the sound speed squared by

c
2

s
(T ) =

4(4he↵ + Th
0
e↵
(T ))

3(4ge↵ + Tg
0
e↵
(T ))

� 1, (3)

where the prime indicates di↵erentiation with respect to temperature.
The uncertainties in the functions ge↵(T ) and he↵(T ) near the QCD transition have reduced dramatically

recently as improved computing power and techniques have enabled the use of quarks with physical masses
to study the equation of state of QCD at finite temperature. We will use the results of Ref. [9], which
combine lattice results near the transition with hard thermal loop e↵ective theory at high temperatures and
the hadronic resonance gas at low temperature, to produce a definitive equation of state for the Standard
Model for temperatures in the range 1 . T . 105 MeV. This is the first time an accurate Standard Model
equation of state has been used in studies of PBH formation.

Ref. [9] tabulates values of ge↵(T ) and ge↵(T )/he↵(T ) in a form suitable for spline interpolation, giving
about 1% accuracy in ge↵ and 0.3% for the ratio. In Figure 1 we show the resulting equation of state
parameter !(T ) and speed of sound squared c

2

s
(T ), plotted against the horizon mass1 MH in units of the

solar mass M�. It can be seen that, although these quantities are smooth, there is a distinct minimum where

1
More correctly but less commonly called the Hubble volume mass.

PBH formation from large perturbations

Byrnes et al. 18, using lattice-QCD 
results from Borsanyi et al.  16

Collapse threshold lowered if  
w = P/ρ < 1/3 
e.g. during phase transitions.
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FIG. 3: The mass distribution f of PBHs forming during the phase transition is shown for a scale-invariant
density power spectrum, with di↵erent ways of treating the equation of state parameter during the black
hole formation process. The di↵erent lines correspond to using the equation of state at horizon entry,

turn-around and a time-averaged value. The straight dashed black line represents the mass function f of
PBHs if there is no phase transition (taking the critical density perturbation �c = 0.453). The variance of
the density contrast at horizon crossing is taken to be �

2 = 0.004 for the left plot and �
2 = 0.003 for the

right. Using the time-averaged value of �c, for �2 = 0.004, the peak occurs at 0.69M� and the range at
half-maximum is 0.30M� < M < 1.4M�, whilst for �2 = 0.003, the peak (which becomes sharper for
smaller values of �2) occurs at 0.65M� and the range at half-maximum is 0.32M� < M < 1.2M�.

where the limits of the integral should include all masses of PBHs which form.
The left hand plot in Fig. 3 plots f(M) for �2 = 0.004 from 2⇥10�4

M� to 3⇥103M� (which corresponds
to N = ln(Mmax/Mmin)/2 ' 8 efolds). We also show f(M) for �2 = 0.003 on the right plot of Fig. 3, which
shows that decreasing the power spectrum amplitude by 25% reduces the PBH energy density by several
orders of magnitude. Hence only a relatively narrow range of �2 is of observational interest, as a result of
the exponential dependence of � on the amplitude of the primordial power spectrum. We note that the
position of the peaks does not change significantly when changing the amplitude of the power spectrum,
but that the sharpness of the peaks does increase as �2 is decreased, growing from two orders of magnitude
above the “background” value (i.e. the value of f one would calculate assuming a pure radiation dominated
background) to an enhancement by three orders of magnitude over the background value.

It can be seen that calculating the critical value for collapse from the equation of state at horizon entry,
turn-around, or an averaged value leads to about a factor of two change in the peak mass at which PBHs
form, and a smaller change in the height of the peak. For the rest of this paper we will use the time averaged
value of �c, defined by

�̄c(MH) =

8
>><

>>:

1

tta � tH

Z
tta

tH

dt�c, time average

1

ln (tta/tH)

Z
tta

tH

dt

t
�c, logarithmic time average

(25)

This value is likely to be closest to the true answer, since the PBH formation will be sensitive to the equation
of state during the complete period between horizon entry and when the overdensity stops expanding. Fig. 2
shows that �c is quite insensitive to the averaging procedure used. Following Eq. (11) we use tta = 3tH in
order to be concrete.

B. Implications on the LIGO detection of intermediate mass BHs

Since the LIGO detection of several in-spiralling intermediate mass black holes [34] there has been great
interest in whether the BHs which LIGO detected were primordial or astrophysical, e.g. [1, 35]. There is a
significant debate about whether all DM could constitute of PBHs in the mass range of 10� 50M� detected

Byrnes et al. 18

�2 = 0.004 �2 = 0.003

f =
1

⌦c

d⌦pbh

d log(M)
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power on very small scales
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Figure 10: Upper limit on fPBH = ⌦PBH/⌦DM for various PBH mass (assuming monochromatic
mass function) obtained. Blue curves represent lensing constraints by EROS [95], OGLE [98],
Kepler [101], HSC [102] and Caustic [104] (see 3.1.1). Black curves represent constraints by the
millilensing [111] (3.1.2) and the femtolensing [117] (3.1.3). Orange curves represent dynamical
constraints obtained by requiring that existent compact objects such as white dwarfs (WDs) [120]
(3.2.1) and neutron stars (NSs) [121] (3.2.2) as well as the wide binaries (WBs) [130] (3.2.3)
are not disrupted by PBHs. Green curves represent constraints obtained by the studies of the
dynamical friction (DF) on PBHs [131] (3.2.6), the ultra-faint dwarfs (UFDs) [132], and Eridanus
II [132] (3.2.5). Red curves represent constraints by the studies of the observational features
caused by the accretion onto the PBHs such as CMB [145] (3.3.1), radio and X-rays [153, 160]
(3.3.2).
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 CMB limits to accreting PBHs  
YAH & Kamionkowski, 1612.05644

(Ricotti Ostriker and 
Mack 2008) 



1. PBHs accrete baryons  

2. a fraction of the accreted mass is re-radiated 

3. a fraction of this luminosity is deposited into the plasma 

4. some is deposited as heat  => CMB spectral distortions  

5. some leads to extra ionizations  
=> change the recombination history and visibility function  
=> affects CMB temperature and polarization anisotropies

Underlying physics

Philosophy: (i) first-principles, low-fudge-number 
calculation (ii) estimate the minimal physically plausible 

effect in order to set conservative upper limits

Carr 1981, Ricotti, Ostriker & Mack 08, YAH & Kamionkowski 2017



1. Accretion rate: Bondi-Hoyle-Lyttleton ++

6

and density fields are

T̂ (x) ⇡ ⌧

x
, (29)

u(x) ⇡ �
r

2 � 5⌧

x
, (30)

⇢̂(x) ⇡ �p
2 � 5⌧

x
�3/2

. (31)

5. Solution for 1 . � ⌧ �

When Compton drag is significant (� & 1), there is
no longer any conserved quantity, even in the quasi-
isothermal case. We can simply determine the asymp-
totic value of � for � � 1 by considering the momen-
tum equation at x ⌧ 1, where the pressure force is
negligible with respect to gravity. In this regime we
find u ⇡ �1/(�x

2), implying that � ! �
�1 for large

�. Physically, the drag force balances the gravitational
force, i.e. the velocity reaches the terminal velocity. Once
x . �

�2/3 � �
�2/3, the advection term u(du/dx) be-

comes dominant over the drag term ��u and the velocity
reaches the free-fall solution u ⇡ �

p
2/x. Since this oc-

curs at a radius much larger than �
�2/3, the asymptotic

behavior or T̂ , is still given by Eqs. (29) and (28). The
e↵ect of Compton drag is therefore only to change the
accretion rate.

Ref. [26] find the following analytic approximation for
�(�), valid for all values of � (but for � � 1 only, as they
consider isothermal accretion):

�(� � 1; �) ⇡ exp


9/2

3 + �3/4

�
1

(
p

1 + � + 1)2
. (32)

For general � and � we may use the following approxi-
mation for the dimensionless accretion rate:

�(�, �) =
�(�; � ⌧ 1)�(� � 1; �)

�iso

. (33)

This approximation is well justified since � ⌧ �. As a
consequence, either � ⌧ 1 or � � 1.

The dimensionless accretion rate � is the first main re-
sult of this Section. We show its evolution as a function
of redshift for several PBH masses in Fig. 4. While ROM
do account for Compton drag following the analysis of
Ref. [26], they implicitly assume that � � 1 at all times.
In other words, they do not account for the factor of ⇠ 10
decrease of � at low redshift when Compton cooling be-
comes negligible and the accretion becomes mostly adia-
batic. Figure 4 also shows the evolution of the accretion
rate normalized to the Eddington rate, ṁ ⌘ Ṁc

2
/LEdd.

C. Collisional ionization region

If the emerging radiation field is too weak to photoion-
ize the gas, it eventually gets collisionally ionized as it is
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1
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�
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FIG. 4. Characteristic dimensionless accretion rate � (upper
panel) and accretion rate normalized to the Eddington value
ṁ ⌘ Ṁc2/LEdd (lower panel) as a function of redshift, for
PBH masses 1, 102 and 104 M�. These quantities are evalu-
ated with substitution vB ! ve↵ as described in Section II F.

compressed and heated up. We assume that this proceeds
roughly at constant temperature T ⇡ Tion ⇡ 1.5 ⇥ 104.
Indeed, if ionization proceeds through collisional ioniza-
tions balanced by radiative recombinations, the equilib-
rium ionization fraction only depends on temperature,
with a sharp transition at T ⇡ 1.5 ⇥ 104 K (for instance,
using Eq. (2) or Ref. [30], we get xe = (0.01, 0.5, 0.99) at
T = (1.1, 1.5, 2.5) ⇥ 104 K, respectively).

Getting back to dimensionful variables, we found in
the previous section that at small radii,

T (r) ⇡ ⌧T1
rB

r
, (34)

where ⌧ is a dimensionless constant at most equal to 3/10,
and smaller when Compton cooling is important. The
e↵ect of the ionization region is only relevant once the
global free-electron fraction xe falls significantly below
unity, i.e. for T1 . 3000 K ⌧ Tion. Therefore we expect
the ionization region to be reached deep inside the Bondi
radius, where the asymptotic behavior (34) is accurate.
The ionization region therefore starts at radius

r
start

ion
⇡ ⌧

T1
Tion

rB, (35)

Ṁc2

LEdd

Compton drag ceases 
to be efficient

Compton cooling 
ceases to be efficient 
(=> more pressure)

z

ṀBondi ⇠ ⇢bM
2/c3s
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⇢̇inj = npbhL

3. Energy deposition into the plasma
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Solve an approximate Boltzmann equation, assuming energy mostly 
deposited through Compton scattering of ~0.1-10 MeV photons 
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FIG. 4: Constraints on accreting PBH as DM. Our con-
straints, derived from a disk accretion history (blue region:
Eq. (8); light-red region: ve↵ ' cs,1), are compared to: i) the
CMB constraints obtained assuming that spherical accretion
holds as in Ref. [57] (red full line); ii) the non observation of
micro-lensing events in the Large Magellanic Cloud as derived
by the EROS-2 collaboration [38] (black dot-dashed line); iii)
the non observation of disk-accreting PBH at the Galactic
Center in the radio band, extrapolated from Ref. [47] (green
long-dashed line); iv) constraints from the disruption of the
star cluster in Eridanus II [45] (blue short-dashed line, see
text for details).

small, i.e. ṀB < 10�3
LEd), scaling as

fPBH <

✓
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FIG. 5: Constraints on the width �pbh of a broad mass spec-
trum of accreting PBH as from Eq. (25) as a function of the
mean mass µPBH, assuming that they represent 100% of the
DM. For comparison the dashed blue line represents our cal-
culation of the best constraint from the dynamical heating of
the star cluster in the faint dwarf Eridanus II, following the
method and parameters of Ref. [45].

We have also extended the constraints to a broad log-
normal mass distribution of the type

dn

dM
=

1
p

2⇡�M
exp

✓
� log

10
(M/µPBH)2

2�
2

pbh

◆
. (25)

i.e. with mean mass µPBH and width �pbh. Our con-
straints in the plane (�pbh, µPBH) assuming that PBH
represent 100% of the DM are shown in Fig. 5. It is
clear that the bound on the median PBH mass is robust
and can only get more stringent if a broad, log-normal
mass function is considered, confirming the overall trend
discussed in Ref. [60]. However, we estimate that the
tightening of the constraints for a broad mass function
is more modest than the corresponding one from some
dynamical probes. This is illustrated by the blue dashed
line in Fig. 5, which is the result of our calculation of
the constraints from the disruption of the star cluster
in Eridanus II, following the method and parameters of
Ref. [45] (cluster mass of 3000 M�, timescale of 12 Gyr,
initial and final radius of 2 pc and 13 pc respectively and
a cored DM density of ⇢DM = 1M�pc�3).

IV. CONCLUSIONS

The intriguing possibility that DM is made of PBH is
nowadays a subject of intense work in light of the recent
gravitational wave detections of merging BH with masses
of tens of M�. However, high mass PBH are known to
accrete matter, a process that leads to the emission of
a high energy radiation able to perturb the thermal and
ionization history of the universe, eventually jeopardizing
the success of CMB anisotropy studies. In this compu-
tation, the geometry of the accretion, namely whether it
is spherical or associated to the formation of a disk, is
a major ingredient. Until now, studies have focused on
the case of spherical accretion. In this work, we argued
that, based on a standard criterion for disk formation, all
plausible estimates suggest that a disk forms soon after
recombination. This is essentially due to the fact that
stellar-mass PBH are in a non-linear regime (i.e. clus-
tered in halos of bound objects, from binaries to clumps
of thousands of PBH) at scales encompassing the Bondi
radius already before recombination. This feature was ig-
nored in the pioneering article [55], which assumed that
massive PBH cluster like WIMPs and deduced the ade-
quacy of the spherical accretion approximation, eventu-
ally adopted by all subsequent studies.

Then, we have carefully computed the e↵ects of accre-
tion around PBH onto the CMB power spectra, making
use of state-of-the art tools to deal with energy deposi-
tion in the primordial gas. Our 95% CL fiducial bounds
preclude PBH from accounting for the totality of DM
if having a monochromatic distribution of masses above
⇠ 2 M�, the bound on fPBH improving roughly like M

1.6

with the mass. All in all, the formation of disks improves
over the spherical approximation of Ref. [57] by two or-
ders of magnitude. We also checked that the constraints

Bounds rely on very simplified modeling of complex physics => 
to be taken at the order-of-magnitude level only. 

Ought to be conservative. e.g., disk accretion would imply higher 
luminosity hence stronger possible bounds.

Poulin et al. 2017



PBHs in the gravitational-wave era

(M1,M2) ⇡ (29, 36) M�LIGO collaboration 2016



Bird, Cholis, Muñoz, YAH, Kamionkowski, 
Kovetz, Raccanelli and Riess, 2016

Did LIGO detect dark matter?

� ⇠
✓
GM•
c2

◆2

(v/c)�18/7 (Quinlan & Shapiro 1989)

• If 2 PBHs pass sufficiently close to one 
another, can lose enough energy through 
GW emission to become bound.

see homework 8 of NYU GR class

Assuming standard halo properties and mass function, estimated 
merger rate ~ 1/Gpc3/yr, roughly consistent with LIGO inferred rate.

Order-of-magnitude estimate 
but interesting rate coincidence!



Does LIGO rule out PBH-dark matter?
YAH, Kovetz & Kamionkowski [1709.06576]

On small enough scales, PBHs are randomly 
distributed [YAH, arXiv:1805.05912]

Basic idea: Nakamura, Sasaki, Tanaka & Thorne 1997 
See also Sasaki et al. 2016



Intermission on the initial clustering of PBHs [arXiv:1805.05912]

•What was known long before and is unquestioned:

•  PBHs cluster like dark matter on large scales  
(like any viable DM candidate consistent with CMB/LSS)

• Due to graininess of PBHs, on small enough scales, 
they are Poisson-distributed (Meszaros 75, Carr 75)

•  These Poisson fluctuations grow through gravitational 
instability (like any perturbations). Carr & Silk 83 

•  This effect was used to set upper limit to PBH mass 
(Afshordi, McDonald & Spergel 03) 



Intermission on the initial clustering of PBHs [arXiv:1805.05912]

What was unclear:  
initial clustering on ultra-small scales

?



Does LIGO rule out PBH-dark matter?
YAH, Kovetz & Kamionkowski [1709.06576]

On small enough scales, PBHs are randomly 
distributed [YAH, arXiv:1805.05912]

Some PBH pairs happen to be close enough 
that they decouple from the Hubble flow 
deep in the radiation era.

As they fall towards one another, torqued by 
other PBHs result in a non-zero angular 
momentum => eccentric orbit.

Inspiral through GW radiation, some merge 
at the present time.

Basic idea: Nakamura, Sasaki, Tanaka & Thorne 1997 
See also Sasaki et al. 2016
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FIG. 6. Merger rate of PBH binaries if they make up all of
the dark matter, and provided PBH binaries are not signifi-
cantly perturbed between formation and merger (solid line).
Superimposed are the upper limits from LIGO given in Table
I and described in the main text.

also strongly constrains masses M  10 M�, and defer
this detailed analysis to the LIGO collaboration, updat-
ing that carried out in Ref. [39] with the S2 run. We
summarize our estimated limits in Table I.

We show these limits in Fig. 6, alongside the PBH bi-
nary merger rate if they make all of the dark matter, and
if PBH binaries are not significantly perturbed between
formation and merger. We see that the latter largely
exceeds the estimated upper limits, by 3 to 4 orders of
magnitude, depending on the mass. This indicates that
LIGO could rule out PBHs as the dominant dark mat-
ter component, and set stringent upper limits to their
abundance.

To estimate these potential limits, we solve for the
maximum PBH fraction for which the merger rate is be-
low the LIGO upper limits. Note, that the merger rate is
not linear in f , nor a simple power law through all range
of f , so these limits must be computed numerically. We
show the result in Fig. 7, alongside other existing bounds
in that mass range. We see that LIGO O1 may limit
PBHs to be no more than a percent of the dark mat-
ter for M ⇠ 10 � 300 M�. If confirmed with numerical
computations, these would become the strongest existing
bounds in that mass range.

VI. DISCUSSION AND CONCLUSIONS

NSTT [38] pointed out long ago that PBHs would
form binaries in the early Universe, as a consequence of
the chance proximity of PBH pairs, and estimated their
merger rate at the present time. Following the first de-
tection of a binary-black-hole merger [5], Sasaki et al. [9]
updated this calculation to 30 M� PBHs, and general-
ized it to an arbitrary PBH abundance. They focused on
the case where PBHs are a very subdominant fraction of
the dark matter, as was implied by the stringent CMB
spectral distortions bounds at the time [23], since then

micro-lensing wide binaries
ultra-faint dwarfs

potential limits  
from LIGO O1 run
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FIG. 7. Potential upper bounds on the fraction of dark matter
in PBHs as a function of their mass, derived in this paper (red
arrows), and assuming a narrow PBH mass function. These
bounds need to be confirmed by numerical simulations. For
comparison we also show the microlensing limits from the
EROS [21] (purple) and MACHO [20] (blue) collaborations
(see Ref. [74] for caveats and Ref. [32] for a discussion of
uncertainties), limits from wide Galactic binaries [22], ultra-
faint dwarf galaxies [25], and CMB anisotropies [24].

revised and significantly alleviated [24] (see also [33]).

In this paper, we have, first of all, made several im-
provements to the calculation of NSST, and accurately
computed the distribution of orbital parameters of PBH
binaries forming in the early Universe. Specifically,
we have computed the exact probability distribution of
initial angular momentum for a close pair torqued by
all other PBHs, and have accounted for the tidal field
of standard adiabatic density perturbations, dominant
when PBHs make a small fraction of the dark matter.

Our second and most important addition was to check
thoroughly whether the highly eccentric orbits of PBH
binaries merging today can get significantly disturbed
between formation and merger. To do so, we have esti-
mated the characteristic properties of the first non-linear
structures, and as a consequence their e↵ects on the or-
bital parameters of PBH binaries. We found that PBH
binaries merging today are essentially unscathed by tidal
torques and encounters with other PBHs. This robust-
ness stems from the fact that these binaries typically form
deep inside the radiation era and are very tight. We have
also estimated the e↵ect of baryon accretion to be much
weaker than previous estimates [43], but potentially im-
portant if unknown numerical prefactors happen to be
large.

Thirdly, we have revisited the calculation of Ref. [8]
for the merger rate of PBH binaries forming in present-
day halos through gravitational recombination. We have
explicitly accounted for the previously neglected Pois-
son fluctuations resulting from the granularity of PBH
dark matter. This shot noise greatly enhances the vari-
ance of density perturbations on small scales, and has
pronounced e↵ects on the properties of low-mass halos.

Does LIGO rule out PBH-dark matter?
YAH, Kovetz & Kamionkowski [1709.06576]



Many simplifying assumptions to relax, e.g. mass distribution



Outlook

• CMB temperature anisotropies almost fully harvested by 
Planck; lots of information still to be gained from polarization 
  

• The frequency spectrum of the CMB is a sensitive calorimeter, 
and can work as a direct-detection experiment. 

• Primordial black holes are an interesting DM candidate AND 
provide a window into initial conditions on ultra small scales. 

•  Mixed DM models to be explored.



Simulations produced by Derek Inman (NYU)

fpbh = 0.1Mpbh = 30M� z = 100


