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Overview
• XDC/EOS Key components 

1. Storage Workflows 
2. Storage Adaptor 
3. Managed Caches 

• EOS Development Items to operate a Data Lake 
• External Storage Mounts & Synchronisation 
• Extension of File Layout Concepts 

• complex layouts 
• exposed locations 

• Internal & External Workflows 
• File Layout, Distribution & Lifecycle Policies
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EOS - Distributed Architecture
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EOS - External Storage Mounts
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EOS - External Storage Mounts

Current closed model  
LFN: /eos/public/myfile  =>    inode X @ storage Y 

 
External model  
 
LFN: /eos/amazon/myfile   <=   LFN:/bucket/myfile  
LDN: /eos/amazon       mounts  s3://bucket/

local external (flat or hierarchical) storage namespace 
synchronises into global namespace with predefined  
path and ownership mapping

global logical namespace  
creates flat storage namespace

change discovery mechanisms:  
• using scans 
• using notification  ( inotify, AWS notifications )



EOS - External Storage Mounts
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EOS - External Storage Mounts
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EOS - Extended File Layouts

Today files described by static layout ( type + parameters e.g replica:2 ) 

New namespace backend (QuarkDB) allows to store additional meta data per file: 
• extend the concept of layouts by distinguishing a static and a dynamic part 

• static part allows to guarantee longterm durability 
• dynamic part allows to track locations in caches, might be stale



EOS - Layouts Life cycles

on creation 
replica:3 + 
dyn. caching

after 1 month 
RAIN: (4,2)  
no dyn. caching 

after 3 month 
replica: 1 +  1 
tape copy 

after 6 month 
1 tape copy 

automatic change of layouts over time [how, when, where]

300% + dyn. 150% 100% 0% on disk

on tape 0% 0% 100% 100%

need to extend language to express layout life cycles in extended attributes



EOS - Location Exposure

• today all files are ‘located’ at the namespace node 
• need to integrate virtual location lookup with job scheduling system  

to optimise cpu/disk proximity 
• XRootD location query 
• agree on using metalinks (?) created via smart files*

* smart files are virtual files creating contents on the fly by  
executing an EOS command as implemented for WLCG  
storage monitoring/description files



EOS - Internal workflows

• core component developed for tiered architecture (EOS+CTA) 
• steer migration & recall  

• core component for automatic layout lifecycle 
• time based scheduling (avoids full table scans) 
• workflow chains 

• schedule workflow B when A was executed  
e.g. when a file was converted after 1 week to a RAIN file 
we schedule after 6 month to migrate to tape only



EOS - External workflows

• workflow implementation is changed now to send protobuf messages 
to arbitrary external services e.g. 

• will feed CTA service 
• can feed FTS service 
• can feed POPularity service to manually trigger layout lifecycles 
• trigger automatic job submission when files are generated 
• trigger automatic file registration in experiment databases  
• aso.



EOS - FST read-through cache &GC
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