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•  Hard	
  QCD	
  events:	
  9ny	
  frac9on	
  of	
  the	
  total	
  
pp	
  cross-­‐sec>on,	
  which	
  is	
  dominated	
  by	
  
soB	
  events	
  (peripheral	
  processes)	
  à	
  while	
  
hard	
  QCD	
  processes	
  can	
  be	
  studied	
  by	
  
means	
  of	
  perturba9ve	
  approaches,	
  this	
  is	
  
not	
  possible	
  for	
  the	
  soG	
  QCD	
  events	
  	
  

	
  
•  The	
  development	
  of	
  Monte	
  Carlo	
  (MC)	
  

event	
  generators	
  began	
  shortly	
  aGer	
  the	
  
discovery	
  of	
  the	
  partonic	
  structure	
  of	
  
hadrons	
  and	
  the	
  formalisa9on	
  of	
  QCD	
  as	
  
the	
  theory	
  of	
  strong	
  interac9ons	
  à	
  Models	
  
have	
  to	
  be	
  developed	
  with	
  a	
  set	
  of	
  tunable	
  
parameters	
  to	
  describe	
  the	
  hadron-­‐level	
  
proper9es	
  of	
  final	
  states	
  dominated	
  by	
  soG	
  
QCD	
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  QCD	
  measurements	
  are:	
  
•  Crucial	
  for	
  the	
  tuning	
  of	
  the	
  Monte	
  Carlo	
  event	
  generator	
  
•  Essen>al	
  to	
  understand	
  and	
  correctly	
  simulate	
  any	
  other	
  more	
  complex	
  phenomena	
  
•  Mostly	
   track-­‐based,	
   so	
   also	
   ideal	
   to	
   study	
   tracking	
  performance	
   in	
   the	
   “early”	
   stage	
  of	
   a	
  

new	
  data	
  taking…	
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•  Run	
  1	
  Summary:	
  higher	
  min	
  bias	
  and	
  underlying	
  event	
  ac>vity	
  in	
  data	
  than	
  that	
  predicted	
  
by	
  Monte	
  Carlo	
  models	
  tuned	
  to	
  pre-­‐LHC	
  data	
  

•  Today:	
  Some	
  recent	
  highlights	
  (recently	
  published	
  in	
  most	
  cases)	
  are	
  selected	
  here	
  (mainly	
  
based	
  on	
  my	
  personal	
  taste)	
  which	
  revolve	
  around:	
  
•  Charged-­‐par>cle	
  mul>plicity	
  (only	
  en-­‐passant)	
  

•  Low	
  pT	
  13	
  TeV	
  minimum	
  bias	
  in	
  ATLAS	
  and	
  5.44	
  TeV	
  Xe-­‐Xe	
  results	
  from	
  CMS	
  
•  Single	
  Diffrac>ve	
  Cross-­‐Sec>on	
  

•  First	
  LHC	
  results	
  from	
  both	
  ATLAS+ALFA	
  and	
  CMS+Totem	
  (8	
  TeV)	
  
•  Underlying	
  Event	
  

•  Mainly	
  with	
  a	
  leading	
  Z-­‐boson	
  (measured	
  by	
  both	
  ATLAS	
  and	
  CMS)	
  
•  Also	
  at	
  forward	
  pseudorapidi9es	
  with	
  CMS+CASTOR	
  

•  Double	
  Parton	
  ScaRering	
  
•  In	
  4	
  lepton	
  final	
  state,	
  in	
  ATLAS	
  	
  
•  In	
  same-­‐sign	
  WW	
  events	
  in	
  CMS	
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  Rev.	
  D83	
  (2011)	
  112001	
  

New	
  J.	
  Phys.	
  13	
  (2011)	
  053033	
  New	
  J.	
  Phys.	
  13	
  (2011)	
  053033	
  
The	
  LHC	
  experiments	
  
offer	
  a	
  broad	
  range	
  of	
  
soG	
  QCD	
  
measurements,	
  all	
  
ATLAS	
  and	
  CMS	
  results	
  
can	
  be	
  found	
  at	
  the	
  
following	
  webpages:	
  
ATLAS,	
  CMS	
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Table 1: Summary of systematic uncertainties

Source [%]
Pixel cluster splitting 1.8–2.0
Pixel cluster reconstruction efficiency 0.5
Alignment uncertainty <0.1
Uncorrelated pixel clusters 0.5–2.4
Tracklet selection 0.2
Tracklet reconstruction efficiency <0.05
Consistency between tracklet combinations 1.0–5.0
Model dependence 2.0–5.0
Model dependence (Jacobian transformation) 0.5–2.5
Event selection efficiency (0–5% to 75–80%) 0.4–25.7
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Figure 2: Averaged and symmetrised dNch/dh distributions (grey squares) in XeXe collisions
at

p
sNN = 5.44 TeV, for events in (left) the 0–80% centrality interval, as well as (right) the

0–5% (red squares) and 50–55% (blue circles) centrality intervals. Predictions from the EPOS
LHC v3400 [16, 17], HYDJET 1.9 [18], and AMPT 1.26t5 [19] event generators are also shown
for comparison. The ratios of the dNch/dh distributions for events in the 0–5% to those in the
50–55% centrality interval, normalised to unity at midrapidity, are shown in the bottom panel.
The bands around the data points denote the total systematic uncertainties, while the statistical
uncertainties are negligible.

the distributions are consistent with those predicted by the EPOS LHC event generator within
the total systematic uncertainties. The centrality dependence of the shape of the dNch/dh dis-
tributions is described well by EPOS LHC but not by the other event generators, as shown in
the bottom panel of Fig. 2 (right).

The rapidity distribution of charged hadrons in XeXe collisions with 0–80% centrality is shown
in Fig. 3. The dNch/dy distribution in data is observed to be consistent with a flat rapidity
plateau in the region |y| < 1. The dNch/dy distributions obtained from the EPOS LHC, HYD-
JET, and AMPT event generators are also shown for comparison. None of the event generators
describe the lack of rapidity dependence around y = 0.

Figure 4 (left) shows the charged-hadron dNch/dh at midrapidity as a function of centrality.
For events in the 0–5% centrality interval, dNch/dh is found to be 1187 ± 36 (syst) at midrapid-
ity. This is nearly a factor of two greater than the dNch/dh in proton-proton collisions at similar
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•  Inclusive	
  charged-­‐par9cle	
  measurements	
  in	
  pp	
  

collisions	
  provide	
  insight	
  into	
  the	
  strong	
  
interac>on	
  in	
  the	
  low	
  energy,	
  non-­‐perturba>ve	
  
QCD	
  region	
  

•  Main	
  source	
  of	
  background	
  when	
  more	
  than	
  one	
  
interac9on	
  per	
  bunch	
  crossing	
  

•  Perturba9ve	
  QCD	
  can	
  not	
  be	
  used	
  for	
  peripheral	
  
interac9ons	
  
•  ND	
  described	
  by	
  QCD-­‐inspired	
  

phenomenological	
  models	
  (tunable)	
  
•  SD	
  and	
  DD	
  hardly	
  described	
  and	
  liRle	
  data	
  

available	
  (back	
  to	
  this	
  in	
  a	
  9ny	
  bit)	
  
•  Goal:	
  Measure	
  spectra	
  of	
  unfolded	
  primary	
  

charged	
  par>cles	
  (inclusive	
  measurement	
  –	
  do	
  
not	
  apply	
  strong	
  model	
  dependent	
  correc9ons)	
  

Low	
  nch	
  not	
  well	
  modelled,	
  large	
  
contribu9on	
  from	
  diffrac9on	
  	
  

Non-Diffractive Single-Diffractive Double-DiffractiveNon-Diffractive Single-Diffractive Double-DiffractiveNon-Diffractive Single-Diffractive Double-Diffractive

Eur.	
  Phys.	
  J.	
  C	
  (2016)	
  76:502	
  

arXiv:1902.03603v1,	
  	
  
submihed	
  to	
  PLB	
  

•  Measured	
  in	
  
heavy	
  ion	
  collions	
  
too,	
  for	
  instance	
  
in	
  5.44	
  TeV	
  Xe-­‐Xe	
  
collisions	
  by	
  CMS	
  

EPOS	
  LHC	
  gives	
  the	
  best	
  predic>ons	
  of	
  
charged	
  par>cle	
  mul>plici>es	
  both	
  in	
  

proton	
  and	
  heavy	
  ion	
  collisions!	
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•  Single	
  diffrac9ve	
  dissocia9on	
  ~10%	
  of	
  the	
  total	
  XS:	
  exchange	
  
of	
  a	
  net	
  colour-­‐singlet	
  strongly	
  interac>ng	
  object,	
  a	
  
Pomeron	
  	
  

•  Universal	
  Pomeron	
  for	
  total,	
  elas9c	
  and	
  diffrac9ve	
  
processes	
  has	
  a	
  long	
  history	
  of	
  inves9ga9on	
  	
  

•  Important	
  ingredient	
  in	
  understanding	
  low	
  Bjorken-­‐x	
  region	
  
of	
  proton	
  structure,	
  cosmic	
  ray	
  air	
  showers,	
  and	
  even	
  the	
  
string	
  theory	
  of	
  gravity	
  

•  Experimentally,	
  diffrac9ve	
  events	
  can	
  be	
  selected	
  by:	
  	
  
•  large	
  rapidity	
  gaps	
  à	
  not	
  able	
  to	
  dis9nguish	
  SD,	
  DD	
  

and	
  ND	
  and	
  to	
  access	
  the	
  squared	
  4-­‐momentum	
  
transfer	
  t	
  and	
  energy	
  loss	
  ξ	
  of	
  the	
  proton	
  

•  scaRered	
  proton	
  à	
  direct	
  access	
  to	
  t	
  and	
  suppression	
  
of	
  other	
  contribu9ons	
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Figure 1: Schematic illustrations of (a) single-di�ractive dissociation (SD), (b) double-di�ractive dissociation (DD)
and (c) central di�raction (CD) and the kinematic variables used to describe them.

1 Introduction

In the single di�ractive (SD) dissociation process in proton-proton collisions, pp ! Xp (Fig. 1a), the
absolute value of the squared four momentum transfer t is usually much smaller than 1 GeV2, such that the
intact final state proton is scattered through a very small angle of typically 10� 100 µrad. The other proton
dissociates to produce a multi-particle hadronic system X , whose mass MX can reach many hundreds of
GeV at LHC energies, whilst remaining in a regime where the fractional energy loss of the intact proton
⇠ = M

2
X/s is small.

Measurements of the SD cross section have been made at a wide range of energies [1–4], most recently at
the SPS [5, 6], the Tevatron [7, 8] and HERA [9]. The process is usually interpreted phenomenologically in
terms of the exchange of a net colour-singlet strongly interacting object, sometimes referred to as a Pomeron.
The range of applicability of a universal Pomeron across total, elastic and di�ractive processes has a long
history of investigation. Despite the wealth of previous data, predictions for the SD contribution at the
CERN Large Hadron Collider (LHC) vary widely. Our current lack of constraints limits the precision of
direct measurements of the total inelastic pp cross section [10]. Di�raction is also an important ingredient
in understanding the low Bjorken-x region of proton structure [9] and cosmic ray air showers [11], and it
may even be related to the string theory of gravity [12].

Cross sections related to di�ractive dissociation have been measured using early LHC data [13–15] by
exploiting the ‘large rapidity gap’ signature that is kinematically expected. Whilst they clearly establish the
presence of a large di�ractive contribution, these measurements are not able to distinguish fully between the
SD process, its double dissociation (DD, pp ! XY , Fig. 1b) analogue in which both protons dissociate, and
the tail of non-di�ractive (ND) contributions in which large rapidity gaps occur due to random fluctuations
in the hadronisation process. The large rapidity gap measurements also do not o�er direct access to the
underlying dynamics in ⇠ and t.

This paper reports a measurement of the SD process in which the intact final state proton is reconstructed,
suppressing DD and ND contributions to negligible levels and allowing a study of the cross section
di�erentially in the four-momentum transfer squared t. The cross section is also measured di�erentially in
the fractional proton energy loss ⇠ as obtained from the reconstructed charged particle tracks in the ATLAS
central detector and in �⌘, a variable characterising the size of the central pseudorapidity1 region in which

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and
the z-axis along the beam pipe. The x-axis points from the interaction point to the centre of the LHC ring, and the y-axis

2

t	
  <	
  1	
  GeV2	
  à	
  the	
  intact	
  
proton	
  scaRers	
  

through	
  a	
  very	
  small	
  
angle	
  (10-­‐100	
  μrad)	
  

Mx	
  
hundreds	
  
of	
  GeV	
  at	
  
the	
  LHC	
  

	
  

Small	
  frac9onal	
  
energy	
  loss	
  	
  
ξ	
  =	
  Mx

2/s	
  	
  

•  ATLAS	
  and	
  CMS	
  measured	
  diffrac9ve	
  cross-­‐sec9ons	
  through	
  
large	
  rapidity	
  gaps	
  and	
  recently	
  released	
  the	
  first	
  SD	
  differen>al	
  
cross-­‐sec>on	
  measurements	
  through	
  direct	
  detec>on	
  of	
  the	
  
intact	
  proton	
  in	
  the	
  forward	
  detectors	
  ALFA	
  and	
  TOTEM	
  	
  
•  8	
  TeV	
  dedicated	
  dataset	
  (July	
  2012,	
  mu	
  <	
  0.08,	
  β*=	
  	
  90	
  m)	
  	
  

ATL-­‐COM-­‐PHYS-­‐2019-­‐258	
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Hadron	
  level	
  cross-­‐sec>ons:	
  σ	
  vs	
  t,	
  ξ,	
  Δη	
  
•  Py8	
  A3	
  as	
  default,	
  Py8	
  A2	
  as	
  alterna>ve	
  
•  Both	
  tunes	
  use	
  the	
  H1	
  2006	
  Fit	
  B	
  diffrac9ve	
  

parton	
  densi9es	
  as	
  an	
  input	
  to	
  model	
  the	
  
hadronisa9on	
  in	
  the	
  diffrac9ve	
  channels.	
  	
  

•  Herwig7	
  compared	
  to	
  Py8	
  for	
  uncertain9es	
  
from	
  hadronisa9on	
  proper9es	
  of	
  the	
  
dissocia9on	
  system	
  X	
  

	
  
Background	
  from	
  non-­‐SD	
  pp	
  collisions:	
  
•  Single	
  source	
  à	
  correlated	
  signals	
  in	
  ALFA	
  

and	
  the	
  ID	
  (es9mated	
  from	
  MC)	
  
•  Overlay	
  Background	
  à	
  coincidences	
  of	
  a	
  

signal	
  in	
  ALFA	
  with	
  an	
  uncorrelated	
  signal	
  in	
  
the	
  ID	
  (data-­‐driven	
  es9mate,	
  contributes	
  the	
  
largest	
  uncertainty)	
  

	
  

ATLAS-­‐CONF-­‐2019-­‐012	
  

Selec>on:	
  
L1	
  trigger:	
  MBTS(A/C)	
  and	
  ALFA(C/A)	
  	
  
ALFA:	
  exactly	
  one	
  reconstructed	
  proton	
  
MBTS:	
  at	
  least	
  5	
  counters	
  above	
  threshold	
  
ID:	
  at	
  least	
  1	
  track	
  with	
  pT	
  >	
  200	
  MeV	
  &	
  |η|	
  <	
  2.5	
  	
  
Reconstructed	
  vertex	
  	
  
Fiducial	
  region:	
  0.016	
  <	
  |t|	
  <	
  0.43	
  GeV2,	
  
-­‐4.0	
  <	
  𝒍𝒐𝒈𝟏𝟎(ξ)	
  <	
  -­‐1.6,	
  (80	
  <	
  𝑴𝑿	
  <	
  1270	
  GeV)	
  	
   All	
  models	
  overes>mate	
  the	
  XS!	
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applied to account for the finite resolution of the reconstructed variables used in the analysis.
They are evaluated with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1. The average be-
tween the results is taken as the nominal value in the analysis. The measured cross sections are
obtained by unfolding the data using the D’Agostini method with early stopping [38]. In this
method the regularisation parameter is the number of iterations used, which is optimized to
obtain a relative c

2 variation between iterations lower than 5%.

Figure 4 shows the differential cross section as a function of t and x, integrated over the con-
jugate variable. The results from events in which the proton is detected in either side of the
interaction point are averaged.
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Figure 4: Differential cross section as a function of t (left) and as a function of x (right) for single-
diffractive dijet production, compared to the predictions from POMWIG, PYTHIA8 4C, PYTHIA8
CUETP8M1 and PYTHIA8 Dynamic Gap (DG). POMWIG is shown with no correction for the
rapidity gap survival probability (

⌦

S2↵ = 1) and with a correction of
⌦

S2↵ = 7.4%. The vertical
bars indicate the statistical uncertainties and the yellow band indicates the total systematic
uncertainty. The average of the results for events in which the proton is detected in either side
of the interaction point is shown.

The data are compared to POMWIG, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8 Dy-
namic Gap (DG). POMWIG is shown for two values of the suppression of the diffractive cross
section, i.e. the rapidity gap survival probability, represented by

⌦

S2↵. When
⌦

S2↵ = 1, no
correction is applied. The resulting cross sections are higher than the data by roughly an order
of magnitude, in agreement with the Tevatron results [5–7]. POMWIG is also shown with the
correction

⌦

S2↵ = 7.4%, calculated from the ratio of the measured diffractive cross section and
the MC prediction, as discussed below. After this correction, POMWIG gives a good description
of the data. POMWIG is shown in Fig. 4 as the sum of the Pomeron (pIP), Reggeon (pIR) and
Pomeron-Pomeron (IPIP) exchange contributions while PYTHIA8 includes only the Pomeron
(pIP) contribution. PYTHIA8 4C and PYTHIA8 CUETP8M1 show cross sections higher than
the data by up to a factor of two. The PYTHIA8 Dynamic Gap model shows overall a good
agreement with the data. No correction is applied to the normalisation of the PYTHIA8 sam-
ples.

The ratio of the data yields and the POMWIG predictions is shown in the bottom of the left

4

proton, which escapes undetected from the CMS detector, and the system X, which contains
high-pT jets, separated from the proton by a large rapidity gap.

IP

p

jet

jet

p p

Figure 1: Schematic diagram of diffractive dijet production. The diagram shows an example of
the gg ! dijet hard scattering process; the qq and gq initial states also contribute.

The proton is scattered at small angles, has small fractional momentum loss x = 1 � |p f |
|pi | , and

small absolute value of the 4-momentum transfer squared t =
�

p f � pi
�2, where pi and p f are

the four-momenta of the incoming and outgoing protons, respectively. The scattered proton
does not leave the beam-pipe and can only be detected by using the TOTEM RP detectors,
which allow for a direct measurement of x (hereafter referred to as xTOTEM), as well as t.

Conversely, if only CMS information is used, as in Ref. [8], the fractional momentum loss can
only be estimated from the energies and longitudinal momenta of the particles measured in
CMS:

x

±
CMS =

Â
�

Ei ± pi
z
�

p
s

, (2)

where the positive (negative) sign corresponds to the scattered proton moving towards the
positive (negative) z direction. In this case, t cannot be measured.

The reconstruction of xCMS by means of Eq. (2) is carried out with particle-flow objects. The
combination of the limited CMS pseudorapidity coverage (|h| < 5) and the detector inefficiency
causes xCMS to be smaller than xTOTEM, i.e. xCMS � xTOTEM  0.

The momentum fraction of the partons initiating the hard scattering, x+ and x�, can be esti-
mated from the energies and longitudinal momenta of the measured jets as:

x± =
Âjets

�

Ejet ± pjet
z
�

p
s

, (3)

where the sum is carried out over the two highest transverse momentum jets in the event, and
an additional third jet if present. The latter is selected with pT > 20 GeV.

Finally, the fraction b of the Pomeron momentum carried by the interacting parton is measured
from the values of x and xTOTEM as b = x/xTOTEM.
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and right panels of Fig. 4. No correction is applied for the rapidity gap survival probability
(
⌦

S2↵ = 1). Within the uncertainties, no significant dependence on t and x is observed.

The value of the cross section for single-diffractive dijet production calculated in the kinematic
region pT > 40 GeV, |h| < 4.4, x < 0.1 and 0.03 < |t| < 1 GeV2 is:

s

pX
jj = 21.7 ± 0.9 (stat) +3.0

�3.3 (syst) ± 0.9 (lumi) nb. (6)

Table 2 summarizes the main systematic uncertainties on the measured cross section. The cross
section was calculated independently for events in which the proton scatters towards the pos-
itive and negative z directions, that is the processes pp ! pX and pp ! Xp, and the results
were averaged. They are compatible within the uncertainties. The PYTHIA8 Dynamic Gap
cross section in the same kinematic region is given by 23.7 nb, consistent with the measured
cross section.

Table 2: Individual contributions to the systematic uncertainties on the measurement of the
single-diffractive dijet production cross section in the kinematic region pT > 40 GeV, |h| < 4.4,
x < 0.1 and 0.03 < |t| < 1 GeV2. The total uncertainty is the quadratic sum of the individual
contributions.

Uncertainty source Ds/s

Trigger efficiency ±2 %
Calorimeter energy scale +1/-2 %
Jet energy scale and resolution +9/-8 %
Background ±2 %
Resolution ±2 %
Horizontal dispersion +9/-12 %
Acceptance and unfolding ±2 %
Unfolding bias ±3 %
Total +14/-15 %

The differential cross section as a function of t is well described by an exponential function for
|t| values up to about 0.4 GeV2. A fit is performed with the function ds/dt µ exp�b|t| for t
values in the range 0.03 < |t| < 0.45 GeV2.

The resulting exponential slope is:

b = 6.6 ± 0.6 (stat) +1.0
�0.8 (syst) GeV�2, (7)

where the systematic uncertainties include the contributions discussed in Section 8.1. The re-
sults for the exponential slope of the cross section calculated independently for events in which
the proton scatters towards the positive and negative z directions are compatible within the un-
certainties.

The parametrisation obtained from the fit is shown in Fig. 4. In the fit range (0.03 < |t| <
0.45 GeV2), the horizontal position of the data points is calculated as the value for which the
parametrised function equals its average over the bin width. The data points in the larger-|t|
region outside the fit range (|t| > 0.45 GeV2) are shown in the centre of the bins.

The exponential slope of the cross section was measured by CDF in the range b ⇡ 5 � 6 GeV�2

in the small-|t| region (|t| / 0.5 GeV2) [6]. In the larger-|t| region the CDF data shows a slope
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these variables, or indirectly from the scattering angles q

⇤
x and q

⇤
y . Half the difference

between the results using the two methods was taken as a systematic uncertainty.
• Horizontal dispersion: The reconstructed x value depends on the optical functions

describing the transport of the protons from the interaction vertex to the Roman
Pot stations, specifically the horizontal dispersion. This uncertainty is calculated
scaling the value of x by ±10%. This value corresponds to a conservative limit of the
possible horizontal dispersion variation with respect to the nominal optics.

• t-slope: The sensitivity to the MC modelling of the exponential t-slope is quantified
by replacing its value in POMWIG by that measured in the data. Half the difference
between the results is used as an uncertainty.

• b-reweighting: Half the difference in the results when removing the reweighting as
a function of b in POMWIG (see Sect. 5) is added as an uncertainty.

• Acceptance and unfolding: Half the maximum difference when the data are un-
folded with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1 for the single-diffractive
cross section and with PYTHIA6 Z2, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8
CUETP8S1 for the inclusive dijet cross section is taken as an additional uncertainty.

• Unfolding regularisation: The regularisation parameter used in the unfolding, given
by the number of iterations in the D’Agostini method [38] used in this analysis (see
Sect. 8.2), was optimized by calculating the relative c

2 variation between iterations.
The value was chosen such that the c

2 variation was below 5%. The number of it-
erations when the relative variation of c

2 was below 2% was also used and half the
difference from the nominal was taken as a systematic uncertainty.

• Unfolding bias: A MC sample, including all detector effects, is unfolded with a dif-
ferent model. The difference between the corrected results and those at the particle
level is an estimate of the bias introduced in the unfolding procedure. Half the max-
imum difference obtained when repeating the procedure with all MC combinations
using POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1 for the single-diffractive
cross section and PYTHIA6 Z2, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8
CUETP8S1 for the inclusive dijet cross section is taken as a systematic uncertainty.

• Luminosity: The uncertainty on the integrated luminosity is taken as 4%, mea-
sured using a dedicated sample collected by TOTEM during the same data taking
period [25].

The total systematic uncertainty is calculated as the quadratic sum of the individual contri-
butions. The uncertainties on the jet energy scale and horizontal dispersion are the dominant
contributions.

8.2 Extraction of the cross section as a function of t and x

The differential cross sections for dijet production in bins of t and x are evaluated as:

ds

pX
jj

dt
= U

(

Ni
jj

LAiDti

)

ds

pX
jj

dx

= U
(

Ni
jj

LAiDx

i

)

, (5)

where Ni
jj is the measured number of single-diffractive dijet candidates in the i-th bin, from

which the estimated background is subtracted as described in Section 7; Dti and Dx

i are the bin
widths and L is the integrated luminosity. The factors Ai include the effects of the geometrical
acceptance of the apparatus. Unfolding corrections, represented by the symbol U in Eq. (5), are
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applied to account for the finite resolution of the reconstructed variables used in the analysis.
They are evaluated with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1. The average be-
tween the results is taken as the nominal value in the analysis. The measured cross sections are
obtained by unfolding the data using the D’Agostini method with early stopping [38]. In this
method the regularisation parameter is the number of iterations used, which is optimized to
obtain a relative c

2 variation between iterations lower than 5%.

Figure 4 shows the differential cross section as a function of t and x, integrated over the con-
jugate variable. The results from events in which the proton is detected in either side of the
interaction point are averaged.
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Figure 4: Differential cross section as a function of t (left) and as a function of x (right) for single-
diffractive dijet production, compared to the predictions from POMWIG, PYTHIA8 4C, PYTHIA8
CUETP8M1 and PYTHIA8 Dynamic Gap (DG). POMWIG is shown with no correction for the
rapidity gap survival probability (

⌦

S2↵ = 1) and with a correction of
⌦

S2↵ = 7.4%. The vertical
bars indicate the statistical uncertainties and the yellow band indicates the total systematic
uncertainty. The average of the results for events in which the proton is detected in either side
of the interaction point is shown.

The data are compared to POMWIG, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8 Dy-
namic Gap (DG). POMWIG is shown for two values of the suppression of the diffractive cross
section, i.e. the rapidity gap survival probability, represented by

⌦

S2↵. When
⌦

S2↵ = 1, no
correction is applied. The resulting cross sections are higher than the data by roughly an order
of magnitude, in agreement with the Tevatron results [5–7]. POMWIG is also shown with the
correction

⌦

S2↵ = 7.4%, calculated from the ratio of the measured diffractive cross section and
the MC prediction, as discussed below. After this correction, POMWIG gives a good description
of the data. POMWIG is shown in Fig. 4 as the sum of the Pomeron (pIP), Reggeon (pIR) and
Pomeron-Pomeron (IPIP) exchange contributions while PYTHIA8 includes only the Pomeron
(pIP) contribution. PYTHIA8 4C and PYTHIA8 CUETP8M1 show cross sections higher than
the data by up to a factor of two. The PYTHIA8 Dynamic Gap model shows overall a good
agreement with the data. No correction is applied to the normalisation of the PYTHIA8 sam-
ples.

The ratio of the data yields and the POMWIG predictions is shown in the bottom of the left

adopted in the default SD model normalisation, which is derived from a rapidity gap measurement that
also contains a DD admixture [30].

Figure 4: The di�erential cross section as a function of |t | with inner error bars representing statistical uncertainties
and outer error bars displaying the statistical and systematic uncertainties added in quadrature. The result of the
exponential fit described in the text is overlaid.

The cross section is shown di�erentially in |t | in Fig. 4. To avoid bias in the fit due to the fast-falling nature
of the distribution, the data points are plotted at the average values of t for the bin population according to
the truth level of the P�����8 A3 MC tune. The di�erential cross section is subjected to a fit of the form
d�/dt / e

Bt , which is overlaid on the figure. The quality of the fit is acceptable (�2 = 8.1 with 8 degrees of
freedom, considering statistical uncertainties only). The result is B = 7.60±0.23(stat.)±0.22(syst.) GeV�2,
where the central value and statistical uncertainty are obtained by fitting with statistical uncertainties only
and the systematic uncertainty is obtained by repeating the fit separately for each systematic shift and adding
the resulting deviations from the central value in quadrature. The measured slope parameter B corresponds
to a value averaged over the fiducial ⇠ range, with hlog10 ⇠i = �2.88 ± 0.14, where the central value is
taken from the P�����8 A3 tune and the uncertainty is defined by the di�erence from the P�����8 A2 tune.
The largest contribution to the uncertainty on B arises from the proton overlay background subtraction,
which has both a statistical and a systematic component. The result is stable with respect to variations
of the fitted t range and is broadly as expected from extrapolations of lower energy measurements. It is
compatible with the predictions of 7.10 GeV�2 from the Donnachie-Landsho� flux and 7.82 GeV�2 from
Schuler-Sjöstrand, contained in the P�����8 A3 and A2 tunes, at the 1.6� and 0.7� levels, respectively.

In Fig. 5, the cross section is shown di�erentially in log10 ⇠, as obtained from the charged particles
reconstructed in the ID. Fully compatible results are obtained when reconstructing ⇠ using ALFA, despite
the fast-deteriorating resolution at small ⇠ values and completely di�erent systematics. The data are
compatible with being flat in this variable, characteristic of the expected behaviour of the cross section
roughly as d�/d⇠ ⇠ 1/⇠. A more detailed interpretation of the ⇠ dependence is obtained through a fit to the
data in the framework of Regge phenomenology. At asymptotically large fixed s, and with s � M

2
X

� |t |,

11

V.	
  Cairo	
   8	
  22/05/19	
  

CMS	
  PAS	
  FSQ-­‐12-­‐033	
  

TOTEM-­‐NOTE-­‐2018-­‐001	
  

ATLAS-­‐CONF-­‐2019-­‐012	
  

adopted in the default SD model normalisation, which is derived from a rapidity gap measurement that
also contains a DD admixture [30].

Figure 4: The di�erential cross section as a function of |t | with inner error bars representing statistical uncertainties
and outer error bars displaying the statistical and systematic uncertainties added in quadrature. The result of the
exponential fit described in the text is overlaid.

The cross section is shown di�erentially in |t | in Fig. 4. To avoid bias in the fit due to the fast-falling nature
of the distribution, the data points are plotted at the average values of t for the bin population according to
the truth level of the P�����8 A3 MC tune. The di�erential cross section is subjected to a fit of the form
d�/dt / e

Bt , which is overlaid on the figure. The quality of the fit is acceptable (�2 = 8.1 with 8 degrees of
freedom, considering statistical uncertainties only). The result is B = 7.60±0.23(stat.)±0.22(syst.) GeV�2,
where the central value and statistical uncertainty are obtained by fitting with statistical uncertainties only
and the systematic uncertainty is obtained by repeating the fit separately for each systematic shift and adding
the resulting deviations from the central value in quadrature. The measured slope parameter B corresponds
to a value averaged over the fiducial ⇠ range, with hlog10 ⇠i = �2.88 ± 0.14, where the central value is
taken from the P�����8 A3 tune and the uncertainty is defined by the di�erence from the P�����8 A2 tune.
The largest contribution to the uncertainty on B arises from the proton overlay background subtraction,
which has both a statistical and a systematic component. The result is stable with respect to variations
of the fitted t range and is broadly as expected from extrapolations of lower energy measurements. It is
compatible with the predictions of 7.10 GeV�2 from the Donnachie-Landsho� flux and 7.82 GeV�2 from
Schuler-Sjöstrand, contained in the P�����8 A3 and A2 tunes, at the 1.6� and 0.7� levels, respectively.

In Fig. 5, the cross section is shown di�erentially in log10 ⇠, as obtained from the charged particles
reconstructed in the ID. Fully compatible results are obtained when reconstructing ⇠ using ALFA, despite
the fast-deteriorating resolution at small ⇠ values and completely di�erent systematics. The data are
compatible with being flat in this variable, characteristic of the expected behaviour of the cross section
roughly as d�/d⇠ ⇠ 1/⇠. A more detailed interpretation of the ⇠ dependence is obtained through a fit to the
data in the framework of Regge phenomenology. At asymptotically large fixed s, and with s � M

2
X

� |t |,

11

Py8	
  A3:	
  7.10	
  GeV−2	
  (1.6σ	
  compa9bility	
  ),	
  Py8	
  A2:	
  7.82	
  GeV−2	
  (0.7σ	
  compa9bility)	
  

12

applied to account for the finite resolution of the reconstructed variables used in the analysis.
They are evaluated with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1. The average be-
tween the results is taken as the nominal value in the analysis. The measured cross sections are
obtained by unfolding the data using the D’Agostini method with early stopping [38]. In this
method the regularisation parameter is the number of iterations used, which is optimized to
obtain a relative c

2 variation between iterations lower than 5%.

Figure 4 shows the differential cross section as a function of t and x, integrated over the con-
jugate variable. The results from events in which the proton is detected in either side of the
interaction point are averaged.
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Figure 4: Differential cross section as a function of t (left) and as a function of x (right) for single-
diffractive dijet production, compared to the predictions from POMWIG, PYTHIA8 4C, PYTHIA8
CUETP8M1 and PYTHIA8 Dynamic Gap (DG). POMWIG is shown with no correction for the
rapidity gap survival probability (

⌦

S2↵ = 1) and with a correction of
⌦

S2↵ = 7.4%. The vertical
bars indicate the statistical uncertainties and the yellow band indicates the total systematic
uncertainty. The average of the results for events in which the proton is detected in either side
of the interaction point is shown.

The data are compared to POMWIG, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8 Dy-
namic Gap (DG). POMWIG is shown for two values of the suppression of the diffractive cross
section, i.e. the rapidity gap survival probability, represented by

⌦

S2↵. When
⌦

S2↵ = 1, no
correction is applied. The resulting cross sections are higher than the data by roughly an order
of magnitude, in agreement with the Tevatron results [5–7]. POMWIG is also shown with the
correction

⌦

S2↵ = 7.4%, calculated from the ratio of the measured diffractive cross section and
the MC prediction, as discussed below. After this correction, POMWIG gives a good description
of the data. POMWIG is shown in Fig. 4 as the sum of the Pomeron (pIP), Reggeon (pIR) and
Pomeron-Pomeron (IPIP) exchange contributions while PYTHIA8 includes only the Pomeron
(pIP) contribution. PYTHIA8 4C and PYTHIA8 CUETP8M1 show cross sections higher than
the data by up to a factor of two. The PYTHIA8 Dynamic Gap model shows overall a good
agreement with the data. No correction is applied to the normalisation of the PYTHIA8 sam-
ples.

The ratio of the data yields and the POMWIG predictions is shown in the bottom of the left
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and right panels of Fig. 4. No correction is applied for the rapidity gap survival probability
(
⌦

S2↵ = 1). Within the uncertainties, no significant dependence on t and x is observed.

The value of the cross section for single-diffractive dijet production calculated in the kinematic
region pT > 40 GeV, |h| < 4.4, x < 0.1 and 0.03 < |t| < 1 GeV2 is:

s

pX
jj = 21.7 ± 0.9 (stat) +3.0

�3.3 (syst) ± 0.9 (lumi) nb. (6)

Table 2 summarizes the main systematic uncertainties on the measured cross section. The cross
section was calculated independently for events in which the proton scatters towards the pos-
itive and negative z directions, that is the processes pp ! pX and pp ! Xp, and the results
were averaged. They are compatible within the uncertainties. The PYTHIA8 Dynamic Gap
cross section in the same kinematic region is given by 23.7 nb, consistent with the measured
cross section.

Table 2: Individual contributions to the systematic uncertainties on the measurement of the
single-diffractive dijet production cross section in the kinematic region pT > 40 GeV, |h| < 4.4,
x < 0.1 and 0.03 < |t| < 1 GeV2. The total uncertainty is the quadratic sum of the individual
contributions.

Uncertainty source Ds/s

Trigger efficiency ±2 %
Calorimeter energy scale +1/-2 %
Jet energy scale and resolution +9/-8 %
Background ±2 %
Resolution ±2 %
Horizontal dispersion +9/-12 %
Acceptance and unfolding ±2 %
Unfolding bias ±3 %
Total +14/-15 %

The differential cross section as a function of t is well described by an exponential function for
|t| values up to about 0.4 GeV2. A fit is performed with the function ds/dt µ exp�b|t| for t
values in the range 0.03 < |t| < 0.45 GeV2.

The resulting exponential slope is:

b = 6.6 ± 0.6 (stat) +1.0
�0.8 (syst) GeV�2, (7)

where the systematic uncertainties include the contributions discussed in Section 8.1. The re-
sults for the exponential slope of the cross section calculated independently for events in which
the proton scatters towards the positive and negative z directions are compatible within the un-
certainties.

The parametrisation obtained from the fit is shown in Fig. 4. In the fit range (0.03 < |t| <
0.45 GeV2), the horizontal position of the data points is calculated as the value for which the
parametrised function equals its average over the bin width. The data points in the larger-|t|
region outside the fit range (|t| > 0.45 GeV2) are shown in the centre of the bins.

The exponential slope of the cross section was measured by CDF in the range b ⇡ 5 � 6 GeV�2

in the small-|t| region (|t| / 0.5 GeV2) [6]. In the larger-|t| region the CDF data shows a slope
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where the systematic uncertainties include the contributions discussed in Section 8.1. The re-
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The parametrisation obtained from the fit is shown in Fig. 4. In the fit range (0.03 < |t| <
0.45 GeV2), the horizontal position of the data points is calculated as the value for which the
parametrised function equals its average over the bin width. The data points in the larger-|t|
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The exponential slope of the cross section was measured by CDF in the range b ⇡ 5 � 6 GeV�2

in the small-|t| region (|t| / 0.5 GeV2) [6]. In the larger-|t| region the CDF data shows a slope

•  Larger	
  uncertain9es	
  in	
  CMS	
  wrt	
  ATLAS,	
  but	
  
also	
  larger	
  t	
  range	
  

•  CMS	
  exp.slope	
  not	
  significantly	
  larger	
  than	
  
that	
  from	
  CDF	
  in	
  the	
  small-­‐|t|	
  region	
  
•  The	
  current	
  data	
  do	
  not	
  yet	
  show	
  

conclusive	
  evidence	
  for	
  a	
  flaRening	
  of	
  the	
  t	
  
distribu>on	
  in	
  the	
  larger	
  |t|	
  region	
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FIG. 22: The slope parameters b1 and b2 of a fit to the form
dσ/dt = N · (A1 · eb1·t + A2 · eb2·t), with A2/A1 = 0.11 for SD
events of different Q2 values (see Table V); the soft diffrac-
tion (RPS inclusive) points have been placed arbitrarily at
< Q2 >=1 GeV2.

where α′ ≈ 0.25 GeV−2 is the slope of the IP -
trajectory [24]. For |t| ≤ 1 (GeV/c)2 and 0.05 < ξ <
0.08, the two-component exponential form of Eq. (7) with
A2/A1 = 0.11, the average value obtained in the dynamic
alignment method, is a good approximation to that of
Eq. (13) with ⟨ξ⟩ = 0.065 substituted for ξ.

The following features of the t distributions are no-
table:

• Low-t region (−t ! 0.5 GeV2): the RPS data are
in good agreement with the DL curve;

• Scale independence: the distributions of the RPS
and RPS·Jet5 data are similar in shape;

• High-t region (−t " 0.5 GeV2): the RPS data
lie increasingly higher than the DL curve as −t
increases, becoming approximately flat for −t "
2 GeV2. The compatibility of this observation
with an underlying diffractive minimum at −t ∼
2.5 GeV2 broadened by resolution effects is dis-
cussed below.

The physics significance of these results is briefly dis-
cussed below.

a. Low-t region. The good agreement between the
inclusive t distribution and the DL prediction in this re-
gion serves as a basis for a search for deviations in the
region of |t| " 0.5 GeV2 that could arise from a diffrac-
tion minimum.

b. Scale independence. The scale independence of
the distributions supports a factorization property be-
tween the exchange that produces the leading p̄ and as-
sociated rapidity gap on the one hand, and the final state
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FIG. 23: t-distributions for two samples of SD RPStrack events
within the region 0.05 < ξRPS

p < 0.08 corrected for RPS ac-
ceptance after background subtraction: (circles) RPS inclu-
sive and (triangles) RPS·Jet20 (

˙

Q2
¸

≃ 900 GeV2). The
curve represents the distribution expected for soft SD in the
DL (Donnachie-Landshoff) model [44] (Eq. 13) normalized to
the RPS data within −t ! 0.5 GeV2.

into which the proton dissociates on the other. Such be-
havior favors models in which the hard scattering is con-
trolled by the low-x parton distribution function of the
recoiling antiproton, just as in ND interactions, while a
color-neutral soft exchange allows the antiproton to es-
cape intact forming the rapidity gap (see, for example,
Refs. [45]-[48]).

c. High-t region. In p̄p and pp elastic scattering at
collider energies, a diffraction minimum (dip) in the t
distribution is observed, with its value decreasing as

√
s

increases (see, e.g., Ref. [49]). Recently, the D0 collab-
oration reported a preliminary Tevatron Run II result
on elastic p̄p scattering at

√
s = 1960 GeV, in which

a dip (broadened by resolution effects) is observed at
−t ∼ 0.7 GeV2 followed by a maximum (“bump”) at
−t ∼ 1 GeV2 [50]. A dip in the t distribution of pp or
p̄p diffraction dissociation has never been reported. In
this analysis, since the quasi-elastic diffractive scattering
occurs at s′ = ξ · s < s, the dip, if it exists, would be
expected to lie at a higher |t| than in elastic scattering
and have a Gaussian-like width due to ∆ξ-bin-size and
t-resolution effects.

The expected contributions to the width of a diffractive
dip are summarized below:

(a) ξ-bin width: from Eq. (13), ∆|t|ξ−bin = ∆ ln(1/ξ) =
ln(1/0.05) − ln(1/0.08) = 0.47;

(b) δξ and δt resolutions: from Refs. [10, 14], δξ = 0.001
and δt = ±0.07 GeV2 for ⟨|t|⟩ ≈ 0.05 GeV2 with a
dependence ∝

√

|t|, resulting for |t| ≈ 2.5 GeV2 in a

b	
  ≈	
  5	
  −	
  6	
  GeV−2	
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Figure 6: Ratio per unit of x of the single-diffractive and inclusive dijet cross sections in the
kinematic region given by x < 0.1 and 0.03 < |t| < 1 GeV2. The vertical bars indicate the
statistical uncertainties and the yellow band indicates the total systematic uncertainty. The red
points represent the results obtained by CDF at

p
s = 1.96 TeV for jets with Q2 ⇡ 100 GeV2 and

|h| < 2.5, with 0.03 < x < 0.09.

A	
  decrease	
  of	
  the	
  ra9o	
  of	
  diffrac9ve	
  to	
  non-­‐diffrac9ve	
  cross	
  sec9ons	
  with	
  √s	
  
has	
  also	
  been	
  observed	
  by	
  CDF	
  by	
  comparing	
  data	
  at	
  630	
  and	
  1800	
  GeV	
  	
  

(a) (b)

Figure 5: The di�erential cross section as a function of log10 ⇠. (a) Data in the fiducial t range, compared with the
results of the triple Regge fit described in the text. (b) ATLAS data extrapolated to the full t range, compared with
a rapidity gap-based CMS measurement [14] that contains a small DD admixture (see text). The inner error bars
represent only statistical uncertainties while the outer error bars display the combination of statistical and systematic
uncertainties in quadrature.

the double di�erential cross section in ⇠ and t is expected to follow the ‘triple Regge’ form [1–4, 21, 40],

d2�

d⇠dt

/
✓
1
⇠

◆2↵(t)�1
(M2

X

)↵(0)�1
e

B0t . (1)

Here, the first factor on the right hand side represents the Pomeron flux factor, the second factor corresponds
to the total Pomeron-proton cross section4 and the exponential t dependence is empirically motivated,
B0 characterising the spatial size of the scattering protons. Integrating over the fiducial t range of the
measurement between tlow = �0.43 GeV2 and thigh = �0.016 GeV2 yields a prediction for the single
di�erential cross section

d�
d⇠

/
✓
1
⇠

◆↵(0)�1
e

Bthigh � e

Btlow

B

, (2)

where the t dependence of the Pomeron trajectory has been absorbed into B = B0 � 2↵0 ln ⇠. In this type
of model, the ⇠ dependence therefore measures the value of the Pomeron intercept. A fit of the form
of equation 2 is applied to the measured ⇠ distribution with ↵(0) and the overall normalisation as free
parameters. The Donnachie-Landsho� value for the slope of the Pomeron trajectory ↵0 = 0.25 GeV2 is
taken for the central value, with ↵0 = 0 used to determine the associated uncertainty. This fit, displayed
in Fig. 5a, yields a value of ↵(0) = 1.07 ± 0.02 (stat.) ± 0.06 (syst.) ± 0.06 (↵0). The largest systematic

4 This M

X

-dependent term, deriving from Mueller’s generalisation of the optical theorem [21], is commonly treated di�erently,
particularly in models that attempt to make the link to partonic behaviour and QCD. For example in P�����8, it is taken to be
constant. Neglecting this contribution leads to a decrease in the extracted ↵(0) in the current analysis by 0.03.
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Underlying	
   Event	
   (UE):	
   ac>vity	
   accompanying	
   any	
   hard	
  
scaRering	
  in	
  a	
  collision	
  event:	
  	
  
•  Partons	
   not	
   par9cipa9ng	
   in	
   a	
   hard-­‐scahering	
   process	
  

(beam	
  remnants)	
  
•  mul9ple	
  parton	
  interac9ons	
  (MPI)	
  
•  Ini9al	
  and	
  final	
  state	
  gluon	
  radia9on	
  (ISR,	
  FSR)	
   sensi9ve	
  to	
  the	
  underlying	
  event	
  

close	
  to	
  leading	
  object	
  

recoil	
  of	
  the	
  leading	
  object	
  	
  

�����

leading charged particle

towards

|��| < 60

�

away

|��| > 120

�

transverse (max)

60

� < |��| < 120

�
transverse (min)

60

� < |��| < 120

�

Leading	
  object	
  (track,	
  jet,	
  Z,	
  hbar)	
  

JHEP	
  03	
  (2017)	
  157	
  

Transi9on	
  from	
  rela9vely	
  isotropic	
  minimum-­‐bias	
  
scahering	
  to	
  the	
  emergence	
  of	
  hard	
  partonic	
  scahering	
  
structure	
  and	
  hence	
  a	
  dominant	
  axis	
  of	
  energy	
  	
  flow	
  

•  First	
  13	
  TeV	
  ATLAS	
  analysis	
  based	
  on	
  leading	
  track:	
  	
  
•  Same	
  dataset	
  and	
  same	
  event	
  and	
  track	
  selec>on	
  

as	
   the	
   MinBias	
   analysis	
   with	
   an	
   addi9onal	
  
request:	
  leading	
  track	
  with	
  a	
  pT	
  of	
  at	
  least	
  1	
  GeV	
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•  Processes	
   with	
   leptonic	
   final	
   states	
   like	
   Z	
  
events	
   are	
   experimentally	
   clean	
   and	
  
theore>cally	
   well	
   understood,	
   allowing	
  
reliable	
   iden9fica9on	
   of	
   the	
   par9cles	
   from	
  
the	
  underlying	
  event	
  

•  The	
  absence	
  of	
  QCD	
  FSR	
  permits	
  a	
  study	
  of	
  
different	
   kinema9c	
   regions	
   with	
   varying	
  
transverse	
  momenta	
  of	
  the	
  Z	
  boson	
  due	
  to	
  
harder	
  or	
  soGer	
  ISR	
  

•  The	
  final	
  state	
  Z	
  boson	
  is	
  well-­‐iden9fied	
  
and	
  colour	
  neutral,	
  so	
  that	
  interac>on	
  
between	
  the	
  final	
  state	
  leading	
  par>cle	
  
and	
  the	
  UE	
  is	
  minimal	
  

•  Low-­‐thrust	
  (T⊥	
  ≤	
  0.75):	
  sensi9ve	
  to	
  MPI	
  
•  Trans-­‐min:	
  dis9nguish	
  UE	
  from	
  extra	
  jet	
  

ac9vity	
  (from	
  HS)	
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Figure 1: Illustration of away, trans-
verse, and towards regions in the
transverse plane defined with respect
to the direction of the Z boson.
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Figure 2: Illustration of an isotropic and a balanced event topology in the
transverse plane with their corresponding values of thrust T?. In these fig-
ures, the beams are travelling perpendicular to the plane of the page.

one is highly sensitive to the UE-activity because it is less likely that activity from recoiling jets leaks85

into this region.86

Four distributions are studied to understand the UE activity. The first is the charged particle transverse mo-87

mentum dNch/dpch
T distribution inclusive over all selected particles. The final spectrum for this variable88

is accumulated over all events and then normalized. The next three are evaluated on an event-by-event89

basis: the charged particle multiplicity dNev/dNch, the scalar sum of the transverse momentum of those90

particles dNev/d⌃pT, and the mean transverse momentum dNev/d(mean pT), where mean pT is the quo-91

tient of ⌃pT and Nch provided Nch > 0 in the corresponding region). The distributions of these variables92

are produced separately for charged particles lying in each of the regions described above, as well as for93

di↵erent ranges of the Z boson transverse momentum pZ
T and for two regions of transverse thrust T? [7].94

Transverse thrust characterizes the topology of the tracks in the event and is95

T? =
P

i | ~pT, i · n̂|P
i | ~pT, i |

. (1)

Here the summation is done on an event-by-event basis over the transverse momenta pT of all charged96

particles excluding those of the two muons. The thrust axis n̂ is the unit vector which maximizes T? in97

Eq. 1. Transverse thrust has a maximum value of 1 for a pencil-like dijet topology and a minimum value98

of 2/⇡ for a circularly symmetric distribution of particles in the transverse plane, as illustrated in Figure 2.99

As proposed in Ref. [8], events with lower values of T? are more sensitive to the MPI component of the100

underlying event. The two regions of thrust examined in this paper are T?  0.75 and T? > 0.75, which101

are optimized to distinguish extra jet activity from the actual UE activity. A measurement of transverse102

thrust in combination with the underlying event activity was done at
p

s = 7 TeV [9], but it did not103

distinguish the transverse regions.104

In this paper, all measurements are also performed inclusively in T?. In total, the spectra of the four105

observables are measured in 96 regions of phase space, i.e. in 8 bins of pZ
T ; in the away, toward,106

trans-max, and trans-min regions; and for low, high, and inclusive T?. The bin ranges in pZ
T are107
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are optimized to distinguish extra jet activity from the actual UE activity. A measurement of transverse102

thrust in combination with the underlying event activity was done at
p

s = 7 TeV [9], but it did not103

distinguish the transverse regions.104

In this paper, all measurements are also performed inclusively in T?. In total, the spectra of the four105
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Figure 8: Comparison of the SpT density measured in Z events at
p

s = 13 TeV with that at 7
(CMS) [3] and 1.96 TeV (CDF) [9] in the transverse region as a function of pµµ

T . The data are also
compared with the predictions of POWHEG + PYTHIA8 (solid line) and POWHEG + HERWIG++
(dashed-dotted line). The bottom panels of each plot show the ratios of the model predictions
to the measurements. The bands in the bottom panels represent the statistical and systematic
uncertainties added in quadrature.
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•  CMS:	
   2D	
   itera9ve	
   unfolding,	
   with	
   a	
   response	
   matrix	
   constructed	
   with	
   LO	
  MADGRAPH	
   +	
   PYTHIA8	
  
(CUET8PM1	
  tune)	
  (for	
  signal	
  simula9on	
  NLO	
  MC@NLO)	
  

•  ATLAS:	
   itera9ve	
   unfolding	
   in	
   bins	
   of	
   pTZ	
   and	
   thrust,	
  with	
   a	
   response	
  matrix	
   constructed	
  with	
  NLO	
  
Powheg	
  (CTEQ6L1	
  )	
  +Pythia8	
  (AZNLO	
  tune)	
  (same	
  as	
  for	
  signal	
  simula9on)	
  

•  Largest	
  systema>c	
  uncertain>es	
  from	
  model	
  dependence	
  and	
  tracking	
  efficiency	
  

Improved	
  predic9ons	
  when	
  focusing	
  on	
  
the	
  MPI	
  enriched	
  regions	
  (T<	
  0.75).	
  	
  

•  Tracks	
  pT	
  >	
  0.5	
  GeV	
  and	
  |η|	
  <	
  2	
  (2.5)	
  in	
  CMS	
  (ATLAS)	
  
•  pTl	
  >	
  20	
  GeV	
  (CMS,	
  lead),	
  10	
  GeV	
  (CMS,	
  sublead),	
  25	
  GeV	
  (ATLAS)	
  
•  81	
  <	
  mll	
  <	
  101	
  (CMS),	
  66	
  <	
  mll	
  <	
  116	
  (CMS)	
  
•  Background	
  from	
  top	
  and	
  dibosons	
  <	
  1%	
  (mainly	
  at	
  low	
  pTZ)	
  for	
  both	
  

ATLAS	
  and	
  CMS.	
  MJ	
  data-­‐driven	
  in	
  ATLAS	
  <	
  0.1%	
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Figure 10: Average particle density (left) and average SpT density (right) for Z events with
pµµ

T < 5 GeV as a function of the center-of-mass energy, measured by CMS and CDF [9] in
the combined towards + transverse regions, compared to predictions from POWHEG + PYTHIA8,
POWHEG + HERWIG++, and POWHEG + PYTHIA8 without MPI. The error bars represent the
statistical and systematic uncertainties added in quadrature.
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Physics; the Institut National de Physique Nucléaire et de Physique des Particules / CNRS, and
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•  Turn-­‐on	
  effect	
  visible	
  
•  Increase	
  in	
  the	
  underlying	
  

event	
  ac9vity	
  with	
  √s	
  

•  The	
  comparison	
  of	
  the	
  distribu9ons	
  with	
  
and	
  without	
  MPI	
  indicates	
  that	
  the	
  ISR	
  and	
  
FSR	
  contribu9ons,	
  which	
  increase	
  slowly	
  
with	
  center-­‐of-­‐mass	
  energy,	
  are	
  small.	
  

New	
  handles	
  to	
  beher	
  understand	
  the	
  evolu9on	
  of	
  ISR,	
  FSR,	
  and	
  MPI	
  contribu9ons	
  separately,	
  
as	
  func9ons	
  of	
  the	
  event	
  energy	
  scale	
  and	
  the	
  collision	
  energy.	
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Toward, T ( )

Transverse

Transverse

Away

CMSSimulation tt̄ → (eνb)(µνb) (13 TeV)

Charged
Lepton (pT/2)

Fig. 3 Display of the transverse momentum of the selected charged
particles, the two leptons, and the dilepton pair in the transverse plane
corresponding to the same event as in Fig. 1. The pT of the particles is
proportional to the length of the arrows and the dashed lines represent
the regions that are defined relative to the p⃗T(ℓℓ) direction. For clarity,
the pT of the leptons has been rescaled by a factor of 0.5

(PF) algorithm [9] is used for the reconstruction of final-
state objects. The offline event selection is similar to the
one described in Ref. [47]. At least one PF charged lep-
ton candidate with pT > 25 GeV and another one with
pT > 20 GeV, both having |η| < 2.5, are required. The two
leptons must have opposite charges and an invariant mass
m(ℓ±ℓ∓) > 12 GeV. When extra leptons are present in the
event, the dilepton candidate is built from the highest pT lep-

tons in the event. Events with e±µ∓ in the final state are
used for the main analysis, while e±e∓ and µ±µ∓ events are
used to derive the normalization of the DY background. The
simulated events are corrected for the differences between
data and simulation in the efficiencies of the trigger, lepton
identification, and lepton isolation criteria. The corrections
are derived with Z → e±e∓ and Z → µ±µ∓ events using
the “tag-and-probe” method [48] and are parameterized as
functions of the pT and η of the leptons.

Jets are clustered using the anti-kT jet finding algo-
rithm [49,50] with a distance parameter of 0.4 and all
the reconstructed PF candidates in the event. The charged
hadron subtraction algorithm is used to mitigate the contri-
bution from pileup to the jets [51]. At least two jets with
pT > 30 GeV, |η| < 2.5 and identified by a b-tagging
algorithm are required. The b-tagging is based on a “com-
bined secondary vertex” algorithm [52] characterized by an
efficiency of about 66%, corresponding to misidentification
probabilities for light quark and c quark jets of 1.5 and 18%,
respectively. A pT-dependent scale factor is applied to the
simulations in order to reproduce the efficiency of this algo-
rithm, as measured in data.

The reconstructed vertex with the largest value of summed
physics-object p2

T is taken to be the primary pp interaction
vertex. The physics objects are the jets, clustered using the jet
finding algorithm [49,50] with the tracks assigned to the ver-
tex as inputs, and the associated missing transverse momen-
tum, pmiss

T , taken as the negative vector sum of the pT of those
jets. The latter is defined as the magnitude of the negative vec-
tor sum of the momenta of all reconstructed PF candidates
in an event, projected onto the plane perpendicular to the
direction of the proton beams.

All backgrounds are estimated from simulation, with the
exception of the DY background normalization. The latter is

Table 2 Uncertainties affecting
the measurement of the average
of the UE observables. The
values are expressed in % and
the last row reports the quadratic
sum of the individual
contributions

Source % Uncertainty

Nch
∑

pT
∑

pz pT pz | p⃗T| S A C D

Statistical 0.1 0.2 0.3 0.2 0.2 0.3 0.1 0.1 0.1 0.1

Experimental

Background 1.2 1.6 1.8 0.4 0.7 1.6 0.4 0.7 0.3 0.7

Tracking eff. 4.4 4.2 4.9 0.8 0.4 4.0 0.4 0.6 0.2 0.6

Theory

µR/µF 0.5 0.8 1.0 0.3 0.3 1.0 0.1 0.1 0.1 0.2

Resummation scale 0.2 0.8 0.5 1.1 0.2 1.6 0.8 0.4 0.2 0.7

αFSR
S (MZ) 0.5 0.7 0.7 0.8 1.7 0.7 0.2 1.0 0.2 1.2

αISR
S (MZ) 0.1 0.3 1.1 1.2 0.7 0.4 0.2 0.5 0.1 1.3

UE model 0.1 0.1 0.2 1.0 0.4 0.5 0.2 0.2 0.1 0.9

mt 0.4 0.7 1.5 0.6 0.9 0.5 0.1 0.1 0.1 0.7

pT(t) 1.4 4.4 4.5 2.8 2.1 6.7 0.2 0.5 0.2 0.3

Total 4.9 6.5 7.3 3.7 3.1 8.2 1.1 1.6 0.6 2.4
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Fig. 20 Average sphericity in
different categories. The
conventions of Fig. 14 are used
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in Ref. [51]. The main effect induced in the analysis
from altering the jet energy resolution is similar to that
described for the jet energy scale uncertainty.

b tagging and misidentification efficiencies: The scale factors
used to correct for the difference in performance between
data and simulation are varied according to their uncer-
tainties and depending on the flavor of the jet [52]. The

main effect of this variation is to move jets into the can-
didate b jets sample or remove them from it.

Background normalization: The impact of the uncertainty
in the normalization of the backgrounds is estimated by
computing the difference obtained with respect to the
nominal result when these contributions are not sub-
tracted from data. This difference is expected to cover
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used to correct for the difference in performance between
data and simulation are varied according to their uncer-
tainties and depending on the flavor of the jet [52]. The

main effect of this variation is to move jets into the can-
didate b jets sample or remove them from it.

Background normalization: The impact of the uncertainty
in the normalization of the backgrounds is estimated by
computing the difference obtained with respect to the
nominal result when these contributions are not sub-
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•  CMS	
  characterized	
  for	
  the	
  first	
  9me	
  UE	
  in	
  Rbar	
  events	
  	
  
	
  	
  	
  	
  	
  	
  	
  (with	
  t-­‐>Wb),	
  factoriza9on	
  scale	
  above	
  2x	
  the	
  top	
  mass	
  
•  Many	
  variables	
  inves9gated	
  (Nch,	
  pT,	
  aplanarity,	
  sphericity,	
  etc)	
  	
  
	
  	
  	
  	
  	
  	
  as	
  well	
  as	
  their	
  profiling	
  for	
  various	
  event	
  categories	
  	
  

>90%	
  purity	
  

O(20)	
  charged	
  
par9cles,	
  average	
  pT	
  
and	
  pz	
  both	
  being	
  ≈	
  2	
  

GeV,	
  vectorially	
  
summing	
  to	
  a	
  recoil	
  
of	
  about	
  10	
  GeV.	
  	
  

Shape	
  variables	
  are	
  sensi9ve	
  to	
  event	
  categoriza9ons	
  
à	
  more	
  isotropic	
  event	
  when	
  no	
  addi9onal	
  jets	
  are	
  

present	
  and	
  more	
  sensi9vity	
  to	
  CR	
  
No	
  sizable	
  dependence	
  on	
  
Matrix	
  element	
  generator	
  

(similar	
  predic9ons	
  from	
  PW
+Py8	
  and	
  MG5_aMC),	
  but	
  
large	
  dependence	
  on	
  PS.	
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Fig. 4 The normalized
differential cross section as a
function of Nch is shown on the
upper panel. The data (colored
boxes) are compared to the
nominal Pw+Py8 predictions
and to the expectations obtained
from varied αISR

S (MZ) or
αFSR
S (MZ) Pw+Py8 setups

(markers). The different panels
on the lower display show the
ratio between each model tested
(see text) and the data. In both
cases the shaded (hatched) band
represents the total (statistical)
uncertainty of the data, while
the error bars represent either
the total uncertainty of the
Pw+Py8 setup, computed as
described in the text, or the
statistical uncertainty of the
other MC simulation setups
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estimated making use of the so-called Rout/in method [53],
in which events with same-flavor leptons are used to normal-
ize the yield of eµ pairs from DY production of τ lepton
pairs. The normalization of the simulation is estimated from
the number of events in the data within a 15 GeV window
around the Z boson mass [53]. For eµ events, we use the
geometric mean of the scale factors determined for ee and

µµ events. With respect to the simulated predictions, a scale
factor 1.3±0.4 is obtained from this method, with statistical
and systematic uncertainties added in quadrature. The sys-
tematic uncertainty is estimated from the differences found
in the scale factor for events with 0 or 1 b-tagged jets, in the
same-flavor channels.
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estimated making use of the so-called Rout/in method [53],
in which events with same-flavor leptons are used to normal-
ize the yield of eµ pairs from DY production of τ lepton
pairs. The normalization of the simulation is estimated from
the number of events in the data within a 15 GeV window
around the Z boson mass [53]. For eµ events, we use the
geometric mean of the scale factors determined for ee and

µµ events. With respect to the simulated predictions, a scale
factor 1.3±0.4 is obtained from this method, with statistical
and systematic uncertainties added in quadrature. The sys-
tematic uncertainty is estimated from the differences found
in the scale factor for events with 0 or 1 b-tagged jets, in the
same-flavor channels.
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  matrix	
  element	
  

(MG5_aMC)	
  has	
  a	
  negligible	
  effect	
  



V.	
  Cairo	
   16	
  22/05/19	
  

CMS	
  PAS	
  FSQ-­‐18-­‐001	
  

JHEP	
  03	
  (2017)	
  157	
  

Energy	
  carried	
  by	
  par9cles	
  produced	
  in	
  the	
  very	
  forward	
  
region	
  covered	
  by	
  is	
  a	
  powerful	
  probe	
  of	
  UE:	
  first	
  

correla9on	
  of	
  hadron	
  ac9vity	
  at	
  very	
  forward	
  and	
  central	
  
rapidi9es	
  	
  

•  Average	
  total	
  energy	
  as	
  well	
  as	
  its	
  hadronic	
  and	
  
electromagne9c	
  components	
  are	
  measured	
  with	
  CMS+	
  
CASTOR	
  at	
  −	
  6.6	
  <	
  η	
  <	
  −5.2	
  in	
  pp	
  collisions	
  at	
  13	
  TeV	
  
and	
  presented	
  as	
  a	
  func>on	
  of	
  the	
  mul>plicity	
  of	
  
charged	
  par>cle	
  tracks	
  in	
  the	
  region	
  |η|	
  <	
  2	
  

•  Sta9s9cal	
  uncertainty	
  <	
  2%,	
  dominated	
  by	
  systema9c	
  
uncertain9es	
  (mainly	
  energy	
  scale)	
  

•  Average	
  total	
  energy	
  increases	
  with	
  mul9plicity,	
  
consistent	
  with	
  the	
  UE	
  at	
  central	
  rapidi>es	
  

•  The	
  model	
  parameter	
  tunes	
  for	
  the	
  underlying	
  event,	
  
as	
  determined	
  at	
  central	
  rapidi>es,	
  are	
  consistent	
  
with	
  the	
  very	
  forward	
  data	
  within	
  experimental	
  
uncertain>es.	
  	
  

•  Py8	
  4C+MBR	
  and	
  SIBYLL	
  2.3c	
  underes9mate	
  data	
  at	
  
low	
  Nch	
  

•  Py8	
  CP5	
  predicts	
  average	
  energies	
  larger	
  than	
  those	
  
observed	
  at	
  intermediate	
  Nch	
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•  Distribu9ons	
  normalised	
  to	
  the	
  first	
  Nch	
  bin	
  
(Nch<10)	
  à	
  systema9c	
  uncertainty	
  reduced	
  

•  Rela>ve	
  increase	
  is	
  steep	
  at	
  low	
  mul>plici>es	
  and	
  
becomes	
  soBer	
  at	
  higher	
  mul>plici>es.	
  	
  

•  Py	
  8	
  tunes	
  have	
  very	
  similar	
  shapes,	
  inconsistent	
  
with	
  that	
  observed	
  in	
  the	
  data	
  (worst	
  for	
  Py8	
  CP5,	
  
op9mised	
  for	
  UE	
  at	
  central	
  rapidity)	
  

•  All	
  the	
  other	
  generators	
  see	
  a	
  satura9on	
  at	
  about	
  
Nch	
  80,	
  not	
  visible	
  in	
  data	
  

•  Worst	
  predic9ons	
  from	
  EPOS	
  LHC	
  

JHEP11(2012)033	
  

Previous	
  energy	
  
flow	
  results	
  
from	
  ATLAS	
  
showed	
  good	
  

predic9ons	
  from	
  
EPOS	
  LHC	
  for	
  
minbias	
  like	
  

events	
  

minbias	
   di-­‐jets	
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based on the kinematics of the four leptons in the final state. An upper limit on the fraction of events 
originating from double-parton scattering is determined at 95% confidence level to be fDPS = 0.042, 
which results in an estimated lower limit on the effective cross section at 95% confidence level of 1.0 mb.
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1. Introduction

The parton–parton scattering at the origin of hard processes in 
pp interactions is accompanied by proton-remnant fragments that 
contribute to the hadronic final state through the so-called under-
lying event. As first pointed out by Sjöstrand and van Zijl [1], one 
source of the underlying-event activity, particularly in the high-
energy regime of the LHC, is multi-parton interactions (MPI): in-
teractions of pairs of partons from the interacting protons which 
occur simultaneously with the hard process. In high-energy pp in-
teractions, where the density of low-x partons is high, there is 
enough energy to produce hard multi-parton interactions. The sim-
plest example is hard double-parton scattering (DPS), where two 
partons from each proton interact with each other leading to per-
turbative final states.

The interest in studying DPS is twofold. Firstly, the probabil-
ity of occurrence of DPS and the potential correlations between 
the products of these two perturbative interactions provide valu-
able information about the dynamics of the partonic structure of 
the proton (see Ref. [2] and references therein). Secondly, DPS pro-
cesses may also constitute a background to reactions proceeding 
through single-parton scattering (SPS). An example is the produc-
tion of four charged leptons in the final state, addressed in this 
Letter. This reaction is dominated by the SPS production of two 
Z (∗) bosons, followed by subsequent leptonic decays. The Z (∗) no-

⋆ E-mail address: atlas .publications @cern .ch.

tation indicates the production of on- or off-shell Z bosons (Z
and Z∗), or the production of off-shell photons (γ ∗). However, the 
four leptons could also be produced as the result of two Drell–Yan 
processes occurring simultaneously, potentially distorting the mea-
surements of prompt-lepton production.

For a process pp → A + B + X , the expected DPS cross sec-
tion for producing states A and B in two independent scatterings, 
σ AB

DPS, may be estimated from the following formula [3–5] (see also 
Ref. [6] for a detailed derivation):

σ AB
DPS = k

2
σ A

SPSσ
B

SPS

σeff
, (1)

where σ A(B)
SPS denotes the production cross section of state A(B)

in a single-parton scattering, the symmetry factor k depends on 
whether the two scatterings lead to the same final state (A = B , 
k = 1) or different final states (A  ̸= B , k = 2), and σeff represents 
the effective transverse overlap area containing the interacting par-
tons.

For most of the existing measurements [7–21], σeff fluctuates 
around 15 mb. However, for the associated production of quarko-
nia J/ψ J/ψ or J/ψϒ, σeff is systematically lower [22–25] than 
for all other investigated processes. This might indicate that σeff
is not universal and that there are spatial fluctuations of the par-
ton densities in the proton, which may favour certain final states 
over others [26,27]. The concept of geometric fluctuations in the 
spatial parton densities has also been invoked [28] to explain 
the collective phenomena observed in high-multiplicity proton–

https://doi.org/10.1016/j.physletb.2019.01.062
0370-2693/© 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.

•  One	
  source	
  of	
  the	
  underlying-­‐event	
  ac9vity	
  is	
  MPI	
  
•  In	
  high-­‐energy	
  pp	
  interac9ons,	
  where	
  the	
  density	
  of	
  low-­‐x	
  partons	
  is	
  high,	
  there	
  is	
  

enough	
  energy	
  to	
  produce	
  hard	
  mul9-­‐parton	
  interac9ons	
  
•  The	
  simplest	
  example	
  is	
  hard	
  double-­‐parton	
  scaRering	
  (DPS):	
  two	
  partons	
  from	
  

each	
  proton	
  interact	
  with	
  each	
  other	
  leading	
  to	
  perturba9ve	
  final	
  states.	
  
•  Twofold	
  interest	
  in	
  studying	
  DPS:	
  	
  

1.  the	
  probability	
  of	
  it	
  and	
  the	
  poten9al	
  correla9ons	
  between	
  the	
  products	
  of	
  
these	
  two	
  perturba9ve	
  interac9ons	
  provide	
  valuable	
  informa9on	
  about	
  the	
  
dynamics	
  of	
  the	
  partonic	
  structure	
  of	
  the	
  proton.	
  	
  

2.  DPS	
  processes	
  may	
  also	
  cons9tute	
  a	
  background	
  to	
  reac9ons	
  proceeding	
  
through	
  single-­‐parton	
  scahering	
  (SPS).	
  	
  

Produc9on	
  cross-­‐sec9on	
  of	
  state	
  
A	
  and	
  B	
  in	
  a	
  single-­‐parton	
  

scahering	
  

symmetry	
  factor	
  
k	
  =	
  1	
  if	
  A	
  =	
  B	
  	
  

or	
  	
  
k	
  =	
  2	
  if	
  A	
  ̸=	
  B	
  

effec9ve	
  transverse	
  overlap	
  area	
  containing	
  the	
  interac9ng	
  partons	
  
(measured	
  to	
  be	
  around	
  15	
  mb)	
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•  ATLAS:	
  8	
  TeV,	
  20	
  r-­‐1,	
  inclusive	
  4l	
  produc>on,	
  decay	
  products	
  of	
  two	
  Z(∗)	
  bosons	
  produced	
  in	
  
two	
  dis9nct	
  parton–parton	
  scaherings	
  within	
  the	
  same	
  pp	
  interac9on	
  	
  
•  Drell–Yan	
  produc9on	
  driven	
  by	
  qq	
  annihila9on,	
  most	
  of	
  the	
  previously	
  explored	
  DPS	
  

processes	
  driven	
  by	
  gg	
  scahering,	
  and	
  the	
  final	
  state	
  of	
  four	
  charged	
  leptons	
  cons9tutes	
  
the	
  golden	
  channel	
  for	
  the	
  studies	
  of	
  Higgs	
  boson	
  proper9es,	
  	
  

	
  	
  	
  	
  	
  H	
  →	
  Z	
  (∗)	
  Z	
  (∗)	
  →	
  4l	
  
•  CMS:	
  13	
  TeV,	
  77	
  r-­‐1,	
  same	
  sign	
  WW,	
  focus	
  on	
  WW	
  leptonic	
  decay	
  in	
  two	
  muons	
  μ±μ±	
  or	
  an	
  

electron-­‐muon	
  (e±μ±)	
  pair	
  (subdominant	
  contribu9ons	
  from	
  leptonic	
  τ	
  decays)	
  
•  No	
  addi9onal	
  jets	
  at	
  LO	
  à	
  background	
  from	
  SPS	
  is	
  suppressed	
  in	
  this	
  channel	
  
•  Signal:	
  LO	
  Py8	
  and,	
  for	
  cross	
  checks,	
  with	
  Hw++	
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1. Introduction 1

1 Introduction

Events in which two hard parton-parton interactions occur within one proton-proton (pp) colli-
sion — referred to as double-parton scattering (DPS) processes — have been discussed on a the-
oretical basis since the introduction of the parton model [1–6]. Experimentally, such processes
have been studied at hadron colliders using multiple final states and at different center-of-mass
energies [7–17].

While the cross section for a single hard scattering (SHS) can be factorized into a term con-
taining the parton distribution function (PDF) and the partonic cross section of the process at
hand, this approach becomes nontrivial for DPS processes. Although the factorized partonic
cross sections remain unchanged from the SHS case, the PDF term in the DPS case contains
elements from two distinct partons in each proton. This term includes a distance parameter
between the partons in the plane transverse to the direction of motion of each proton. Precise
calculations of the involved dynamics have been carried out for such a case [6]. Assuming that
not only the partonic cross sections factorize, but also the transverse and longitudinal part of
the PDF terms, a simplified model for a DPS cross section can be written as

sDPS
AB =

n
2

sAsB
seff

, (1)

where “A” and “B” denote the SHS processes, and sA and sB are their respective production
cross sections. The factor n is equal to unity if processes A and B are identical, and n = 2 for
distinguishable processes. The parameter seff is related to the extent of the parton distribution
in the plane orthogonal to the direction of motion of the protons. It has been measured at
different hadron colliders and center-of-mass energies, and its value ranges between 15–26 mb
in a variety of final-state processes, with comparatively large uncertainties, usually of the order
of 30% [8, 11–18].

One of the most promising processes to study DPS is the case in which both hard scatterings
lead to the production of a W boson, and in particular the final state with two same-charge W
(W±W±) bosons. The SHS W±W± production includes two additional partons carrying high
transverse momenta and is thus suppressed at the matrix-element level. Figure 1 illustrates the
production of a same-charge W boson pair via the DPS process (left) and via SHS processes
(center and right) at leading order (LO) in perturbative quantum chromodynamics (QCD). The
absence of jets in the same-charge W boson pair production via DPS at the LO in perturba-
tion theory provides an extra handle to reduce contributions from the SHS backgrounds by
introducing an upper requirement on the number of jets. Moreover, if both W bosons decay
leptonically, this process exhibits a clean final state in the detector, and the excellent reconstruc-
tion and resolution of leptons in the CMS detector allow for an accurate study of its properties.
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Figure 1: Schematic diagrams corresponding to the production of W±W± via the DPS process
(left) and via SHS processes (center and right).

4

pT thresholds are relaxed for these additional leptons to 7 (5) GeV for electrons (muons) and to
20 GeV for th candidates. A lower threshold of 15 GeV is applied to pmiss

T , which retains most of
the signal events while significantly reducing the contributions from QCD multijet production,
i.e., events from heavy- and light-flavor jets produced through strong interactions. The signal
process involves no jet activity at leading order, although around 10% of signal events are found
to contain one jet with pT > 30 GeV within |h| < 2.5. Hence, a requirement of at most one such
jet is imposed, in order to ensure high signal efficiency. Processes with b quark jets, such as tt
are further suppressed by applying a veto on b tagged jets with pT > 25 GeV and |h| < 2.4.

The event selection criteria is summarized in Table 1.

Table 1: Event selection criteria.

two leptons: e±µ± or µ±µ±

p`1
T > 25 GeV , p`2

T > 20 GeV
|he | < 2.5, |hµ | < 2.4

pmiss
T > 15 GeV

Njets < 2 (pT > 30 GeV and |h| < 2.5)
Nb-tagged jets = 0 (pT > 25 GeV and |h| < 2.4)

veto on additional e, µ, and th

4 Data and simulation samples

A data sample is analyzed that corresponds to 77 fb�1 of pp collisions at
p

s = 13 TeV, recorded
with the CMS detector at the CERN LHC. While some background components are estimated
from data control regions as described below, a set of simulated samples is used to estimate
other backgrounds and the signal process.

The signal process is simulated at LO in perturbation theory using the PYTHIA8 [36] event
generator version 2.1.2 and tune CUETP8M1 [18] for 2016, while PYTHIA8 version 2.3.0 with
tune CP5 [37] is used for 2017 production. Another set of signal events is simulated using the
MC event generator HERWIG++ [38] tune CUETHppS1 with the CTEQ6L1 [39] PDF sets. The
kinematic observables are found to be consistently described by PYTHIA8 and HERWIG++ event
generators. Neither the underlying generator tune, nor the different PDF sets used to generate
the samples, are found to impact the kinematic observables relevant in the analysis.

The WZ process is simulated using POWHEG (version 2) [40, 41] and MADGRAPH5 aMC@NLO
v2.3.3 [42]. The former is used for the central prediction of this background, while the latter
is used for the study of systematic differences in kinematic distributions. The Wg and Zg
samples, relevant for the e±µ± final state, are generated using the MADGRAPH 5 and MAD-
GRAPH5 aMC@NLO (v2.3.3) event generators, respectively. To account correctly for parton
multiplicities larger than one in the matrix element calculations, the FxFx merging scheme [43]
is used for the next-to-LO (NLO) samples, and the MLM merging scheme [44] is used for the
LO samples. The background contributions arising from Wg⇤, SHS WW, and ZZ productions
are simulated at NLO with the POWHEG event generator.

The generators are interfaced to PYTHIA8 to model parton showering and hadronization with
the same tunes as used for the signal generation to describe the underlying event activity. The
NNPDF PDF sets with version 2.3 [45] are used for 2016 while NNPDF (v3.1) [46] PDF sets
are used for 2017 in the simulation of all processes. The CMS detector response is modeled
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taining the parton distribution function (PDF) and the partonic cross section of the process at
hand, this approach becomes nontrivial for DPS processes. Although the factorized partonic
cross sections remain unchanged from the SHS case, the PDF term in the DPS case contains
elements from two distinct partons in each proton. This term includes a distance parameter
between the partons in the plane transverse to the direction of motion of each proton. Precise
calculations of the involved dynamics have been carried out for such a case [6]. Assuming that
not only the partonic cross sections factorize, but also the transverse and longitudinal part of
the PDF terms, a simplified model for a DPS cross section can be written as
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n
2
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where “A” and “B” denote the SHS processes, and sA and sB are their respective production
cross sections. The factor n is equal to unity if processes A and B are identical, and n = 2 for
distinguishable processes. The parameter seff is related to the extent of the parton distribution
in the plane orthogonal to the direction of motion of the protons. It has been measured at
different hadron colliders and center-of-mass energies, and its value ranges between 15–26 mb
in a variety of final-state processes, with comparatively large uncertainties, usually of the order
of 30% [8, 11–18].

One of the most promising processes to study DPS is the case in which both hard scatterings
lead to the production of a W boson, and in particular the final state with two same-charge W
(W±W±) bosons. The SHS W±W± production includes two additional partons carrying high
transverse momenta and is thus suppressed at the matrix-element level. Figure 1 illustrates the
production of a same-charge W boson pair via the DPS process (left) and via SHS processes
(center and right) at leading order (LO) in perturbative quantum chromodynamics (QCD). The
absence of jets in the same-charge W boson pair production via DPS at the LO in perturba-
tion theory provides an extra handle to reduce contributions from the SHS backgrounds by
introducing an upper requirement on the number of jets. Moreover, if both W bosons decay
leptonically, this process exhibits a clean final state in the detector, and the excellent reconstruc-
tion and resolution of leptons in the CMS detector allow for an accurate study of its properties.
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Fig. 4. Summary of measurements and limits on the effective cross section, deter-
mined in different experiments [7–25], sorted chronologically. The measurements 
that were made by different experiments are denoted by different symbols and 
colours. The inner error bars represent statistical uncertainties and the outer error 
bars correspond to the total uncertainty. Dashed arrows indicate lower limits. Lines 
with arrows on both ends represent ranges of the effective cross-section values, de-
termined within a single publication. In the case of the double J/ψ measurement 
by LHCb, the dashed line denotes the upper and lower uncertainties. The AFS mea-
surement [7], indicated with a dot, was published without uncertainties.

by the lepton-pT thresholds and by the dilepton invariant-mass 
ranges for the leading and sub-leading lepton pairs. The product 
k
2 σAσB is determined by representing Eq. (1) as the sum over these 
phase-space regions. In order to determine the Drell–Yan cross sec-
tion in each of the regions, the Powheg-Box MC simulation was 
used, based on NLO QCD calculations with the CT10 NLO set of 
PDFs. In the most populated region of pT > 20 GeV for each lepton 
and of 50 < m2ℓ < 120 GeV, the calculated cross section is 0.55 nb
for 2µ and 0.49 nb for 2e final states. A conservative uncertainty 
of ±15% is assigned to Drell–Yan cross sections. After summing the 
contributions from different dilepton phase-space regions, the re-
sult is
k
2
σAσB = (13.9 ± 0.1 (stat) ± 3.6 (syst)) · 1011 fb2.

Here the systematic uncertainty is determined by propagating 
the assumed Drell–Yan cross-section uncertainty, assuming 100% 
correlation between various phase-space regions.

From the definition of fDPS, Eq. (1) may be written as:

1
σeff

= fDPSσ 4ℓ

k
2σ A

SPSσ
B

SPS

,

and hence an approach similar to that used for the extraction of 
the upper limit on fDPS can be applied to set the lower limit on 
σeff. The lower limit on σeff at 95% CL is 1.0 mb, consistent with 
previously measured values of the effective cross section, as shown 
in Fig. 4.

8. Summary

The production of four-lepton (electrons or muons) final states 
in pp interactions at 8 TeV is analysed for the presence of double-
parton scattering, using 20.2 fb−1 of data recorded by the ATLAS 

experiment at the LHC. Leptons with transverse momentum above 
20, 15, 10 (8 if muon), and 7 (6 if muon) GeV, sorted in de-
scending order of pT, are selected in the pseudorapidity range 
|η| < 2.5 in the case of electrons and |η| < 2.7 in the case of 
muons. The four leptons form two same-flavour opposite-charge 
lepton pairs. The dilepton invariant masses are required to be 
in the range 50 < mleading < 120 GeV for the leading pair and 
12 < msub-leading < 120 GeV for the sub-leading pair, where the 
leading pair is defined as the pair with invariant mass closer to 
the Z boson mass. The transverse momentum pℓ+ℓ−

T of the dilep-
tons is required to be above 2 GeV. The events in the four-lepton 
invariant-mass range of 80 < m4ℓ < 1000 GeV are considered. An 
artificial neural network is used to discriminate between single-
and double-parton scattering events. No signal of double-parton 
scattering is observed and an upper limit on the fraction of the 
DPS contribution to the inclusive four-lepton final state of 0.042 is 
obtained at 95% CL. This upper limit translates, for two indepen-
dent subscatterings, into a lower limit of 1.0 mb on the effective 
cross section, consistent with previously measured values in differ-
ent processes and at different centre-of-mass energies.
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Fig. 2. Distributions of the discriminating variables (a) !pT,12, (b) !φ13, (c) !y13, and (d) !1234. The definition of variables is given in Eq. (2). Also plotted are the MC 
expectations for SPS and DPS, where the latter is normalised to the number of observed data events in order to make it clearly visible.

Fig. 3. The distribution of the output variable of the artificial neural network, ξDPS, 
shown separately for the data, SPS, background, and DPS distributions.

to reach the best possible level of discrimination while preventing 
overtraining.

The trained ANN is applied to data events, and the resulting 
distribution of ξDPS is shown in Fig. 3, together with the corre-
sponding DPS, SPS and background MC distributions. The DPS MC 
events form a peak around ξDPS = 1 and the SPS and background 
events form a peak at ξDPS = 0, as expected. A similar peak at 
ξDPS = 0 is observed in data events, with no indication of a sub-
stantial contribution of double-parton scattering at ξDPS = 1.

In order to quantify the level of the potential DPS contribution 
in the data, the variable fDPS is introduced, defined as the ratio of 

the number of DPS events, NDPS,4ℓ , to the sum of the DPS and SPS 
(NSPS,4ℓ):

fDPS = NDPS,4ℓ

NSPS,4ℓ + NDPS,4ℓ
.

The MC template fit of the sum of the DPS, SPS and background 
contributions to the data yields fDPS = −0.009 ± 0.017 with a χ2

per degree of freedom χ2/dof = 8.6/9. Since the result is consis-
tent with zero, an upper limit on fDPS is extracted, as described in 
Section 7.1.

For the ANN performance to be robust and independent of the 
DPS model, it is best to have a DPS training sample with no inher-
ent correlations between the initial partons or the final states. The 
DPS model in Pythia [63–65] used in the analysis contains some 
correlations between the initial-state partons, implied by conser-
vation of flavour and by the proton momentum sum-rule, as well 
as correlations due to inherent primordial transverse momentum 
of the partons and interleaved initial-state radiation. These effects 
are expected to be weak in the phase space of the present analy-
sis (low-momentum partons and large transverse momenta of the 
final-state leptons). No correlations are expected in the production 
of the Drell–Yan final states.

To test this assumption of a very weak correlation between 
two subscatterings in the Pythia DPS model, the MC training 
sample was compared with a sample of two randomly overlaid 
dilepton events, where any correlation is eliminated by construc-
tion. Such a sample was made by overlaying dilepton events se-
lected in the data, with the selection driven by the four-lepton 
phase space. Each dilepton event was required to have two se-
lected leptons forming an SFOC pair with transverse momenta 
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Fig. 1. The distribution of the four-lepton invariant mass, m4ℓ . The data (black 
dots) are compared with the sum of signal and background MC expectations 
(filled coloured histograms). Also shown is the expected contribution of DPS from
Pythia 8.

energy of the electron candidate or the transverse momentum of 
the muon candidate to be above 24 GeV. The dielectron trigger had 
the same threshold of 12 GeV for both electron candidates. The 
dimuon trigger required either two muons with transverse mo-
mentum above 13 GeV or one above 18 GeV and the other above 
8 GeV. An electron–muon trigger was also used with thresholds at 
12 GeV for electrons and 8 GeV for muons.

The final sample consists of events with at least four leptons, 
where each lepton is either an electron or a muon. The four lep-
tons are required to form two same-flavour (electrons or muons) 
opposite-charge (SFOC) lepton pairs. The pair with the invariant 
mass closer to the mass of the Z boson is called the leading 
pair, and the other pair is the sub-leading one. The invariant 
mass of the leading pair is restricted to the range 50 < mleading <
120 GeV, while for the sub-leading pair the mass requirement is 
12 < msub-leading < 120 GeV. A J/ψ veto is applied such that for 
any SFOC lepton combination the invariant mass of the dilepton, 
m2ℓ , must be greater than 5 GeV. Only events with the four-lepton 
invariant mass in the range 80 < m4ℓ < 1000 GeV are selected. 
The transverse momentum of dileptons, pℓ+ℓ−

T , is required to be 
above 2 GeV. Selected leptons, ordered in descending order of 
transverse momentum, are required to have transverse momenta 
pT above 20, 15, 10 (8 if muon), and 7 (6 if muon) GeV. The 
leptons are selected within the pseudorapidity range |η| < 2.5 in 
the case of electrons and |η| < 2.7 in the case of muons. In order 
to have well-measured leptons, a lepton separation requirement is 
imposed, such that the distance between any two leptons in the 
η–φ space, %R , is required to fulfil the condition %R > 0.1 (0.2)
for same-flavour (different-flavour) leptons. Each event is required 
to have the triggering lepton(s) matched to one or two of the se-
lected leptons.

The data sample, after all selections, contains 476 events. The 
resulting data and MC distributions of the four-lepton invariant 
mass are shown in Fig. 1. For completeness, the figure also includes 
the DPS contribution of 0.4 events predicted by the Pythia 8.175 
simulation.

5. DPS signal extraction

The assumption that in DPS the two scatters are distinct implies 
that, in the DPS four-lepton final states, the two leptons of each 
dilepton will tend to be balanced in pT and therefore back-to-back 
in the azimuthal angle φ, due to the dominance of low-pT Z (∗)

production. In the SPS case, the leading and sub-leading pairs are 
expected to balance each other in pT.

Based on the experience gained in the study of four-jet final 
states [57], in order to distinguish between DPS events and SPS 
events, the distributions of the following kinematic variables of the 
four leptons are considered:

%pT,i j = |p⃗T,i + p⃗T, j|
pT,i + pT, j

, %φi j = |φi − φ j|,

%yij = |yi − y j|, i, j = 1,2,3,4, i ≠ j

%i jkm = |φi+ j − φk+m|, i jkm = 1234,1324,1423.

(2)

Here, p⃗T,i is the transverse momentum component of the i-th lep-
ton (i = 1, 2, 3, 4), and φi and yi are the azimuthal angle and the 
rapidity of the i-th lepton, respectively. The angle φi+ j is the az-
imuthal angle of the momentum vector composed by the sum of 
momenta of leptons i and j. Leptons 1 and 2 form the leading 
dilepton. The lepton ordering is chosen such that pT,1 > pT,2 and 
pT,3 > pT,4.

The distributions of the variables %pT,12, %φ13, %y13, and 
%1234 are presented in Fig. 2(a)–(d). The distribution of %pT,12
peaks around 0.1 for simulated DPS events, while the simulated 
SPS events are more evenly distributed across the range [0,1]. This 
demonstrates that, as expected, two leptons coming from the same 
Z candidate in DPS balance each other in pT, while in SPS the pair-
wise pT balance is not dominant. This is again demonstrated in 
the %φ13 distribution, where leptons 1 and 3 are decorrelated in 
%φ for DPS, while for the SPS events these leading-pT decay lep-
tons tend to be back-to-back in φ, because they originate from the 
two Z bosons, which themselves are expected to be back-to-back 
in φ. The %y13 distribution shows that leptons associated to dif-
ferent dileptons tend to be more separated in rapidity in DPS than 
in SPS. The back-to-back configurations of the two Z candidates 
in the case of SPS, and their decorrelation in the case of DPS is 
explicitly demonstrated in the distribution of the azimuthal angle 
between two Z candidates, %1234.

The difference between the topologies of SPS and DPS events is 
used to train an artificial neural network (ANN) to discriminate be-
tween the DPS and non-DPS classes, where the latter corresponds 
to SPS and background events.

The training is performed with the ANN available in the 
ROOT [58] implementation of a feed-forward multilayer percep-
tron. The Broyden–Fletcher–Goldfarb–Shanno supervised learning 
algorithm [59–62] is used in the training. The input layer contains 
21 neurons, corresponding to the variables listed in Eq. (2), and the 
output layer consists of one neuron. As the result of optimising the 
convergence and the performance of the ANN, a configuration of 
30 and 9 neurons is adopted for the first and second hidden layer, 
respectively. The output of the ANN, ξDPS, is a number distributed 
between 0 and 1, which represents the likelihood for an event to 
belong to the DPS class.

The event weights are chosen such that during the train-
ing procedure the effective numbers of SPS qq̄-initiated events, 
gg-initiated events and background Z + bb̄ jets events are in the 
ratio 1 : 1 : 1. The SPS gg-initiated events tend to spill over into 
the DPS signal region, and a better separation between the SPS 
and DPS classes is achieved by increasing their weight in the min-
imisation of the error function. Similarly, the effective contribution 
of Z + bb̄ jets events is increased for the ANN training to distin-
guish them better from the DPS ones, as the kinematics of the 
Z + bb̄ jets background subprocess has features similar to DPS. 
The effective numbers of events for DPS and non-DPS events are 
equal. Each MC set is split randomly into two subsets having ap-
proximately the same number of events. One subset is used for the 
ANN training, while the other is used to validate the performance 
of the ANN and to determine the number of training epochs, so as 
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from Table 3 and the predicted cross section for inclusive W boson production. This value is
12.7+5.0

�2.9 mb, well in line with previous measurements of this quantity from other final states.

A maximum likelihood fit is performed separately for different lepton charge configurations
and their combination. The obtained values of DPS W±W± cross section are then extrapolated
to the inclusive WW phase space and are shown in Fig. 3. The expected value for sDPS WW,
taken from PYTHIA8 and the factorization approach are also shown. The positive charge con-
figuration results in a measured inclusive cross section of 1.36 ± 0.33 (stat) ± 0.32 (syst) pb,
while for the negative charge configuration the value is 1.96 ± 0.54 (stat) ± 0.51 (syst) pb.

0 1 2 3 4 5 6
 (pb)DPS

WWσInclusive 

±µ±+e±µ±µ  0.28) pb± 0.28 , ± 0.40 (±1.41 

+µ++e+µ+µ  0.32) pb± 0.33 , ± 0.46 (±1.36 

−µ−+e−µ−µ  0.51) pb± 0.54 , ± 0.74 (±1.96 

Preliminary CMS  (13 TeV)-177 fb

total stat syst

Observed
stat
syst

Predictions:
PYTHIA 8 (CP5)
Factorization approach

Figure 3: Observed cross section values for inclusive DPS WW production from the two lepton
charge configurations and their combination. These values are obtained from the extrapolation
of the observed DPS W±W± cross section to the inclusive WW case. The statistical and sys-
tematical uncertainties are shown using shaded bands. The predictions from PYTHIA8 and the
factorization approach are represented using red-dotted and green-dashed lines, respectively.

This result constitutes the first evidence of the DPS WW process.

9 Summary

A study of WW production from double-parton scattering processes in proton-proton colli-
sions at

p
s = 13 TeV has been reported. The analyzed data set corresponds to an integrated

luminosity of 77 fb�1, collected with the CMS detector during 2016 and 2017 at the CERN LHC.
The WW candidates are selected in events with same-charge dimuon or electron-muon pairs
with moderate missing transverse momentum and low jet multiplicity. Multivariate classifiers
based on boosted decision trees are used to discriminate between the signal and the domi-
nant background processes. A maximum likelihood fit is performed to extract the signal cross
section, which is then compared to the predictions from simulation and from an approximate
factorization approach. A measurement of the double-parton scattering WW cross section is
achieved for the first time, and a cross section of 1.41 ± 0.28 (stat) ± 0.28 (syst) pb is extracted
with an observed significance of 3.9 standard deviations. Furthermore, the parameter seff is
extracted from this observed cross section and takes a value of 12.7+5.0

�2.9 mb. This result presents
the first experimental evidence of the DPS WW process.
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have been tested to be unaffected by these tuning parameters, the predicted cross section varies
substantially by as much as 50%. It is therefore essential to interpret any “predicted” number
in the following, either from the factorization approach or from PYTHIA8, as a rough estimate
rather than a precisely derived quantity. Conversely, any observed cross section or significance
does not depend on the predicted cross section, but only on the kinematics of the used MC
generator. These circumstances emphasize the importance of measuring the cross section of
the DPS WW process from collision data.

For this analysis, two predicted cross sections are used. On the one hand, the PYTHIA8 event
generator is used in the CP5 tune which results in a cross section of 1.92 pb. On the other hand
using Eqn. (1) with the highest order cross section for inclusive W boson production and decay
at next-to-NLO accuracy in QCD and NLO in electroweak corrections [55, 56], 189 ± 7 nb, along
with seff = 20.7 ± 6.6 mb [15], results in an expected cross section for the inclusive DPS WW
process of 0.87 ± 0.28 pb. The value for seff is chosen as a representative number from a DPS
cross section measurement based on a final state containing a W boson. Different obtained
values of seff , if used, would alter the prediction of the cross section from the factorization
approach accordingly.

The following quantities are obtained from the simultaneous fit to the final BDT classifier in
the four lepton charge and flavor combinations:

• the expected cross section sPYTHIA8
DPS WW, exp and corresponding expected significance as-

suming the signal process follows the PYTHIA8 kinematics and cross section,
• the expected cross section sfactorized

DPS WW, exp and corresponding expected significance as-
suming the signal process exhibits PYTHIA8-like kinematics with production cross
section extracted using the factorization approach,

• the observed cross section sDPS WW, obs and corresponding significance, assuming
PYTHIA8-like kinematics, independent of the assumed cross section,

• seff.

Table 3 summarizes the numbers extracted from the maximum likelihood fit to the final classi-
fier distribution.

Table 3: Results obtained from the maximum likelihood fit to the final classifier distribution.

obtained value significance
(standard deviations)

sPYTHIA8
DPS WW, exp 1.92 pb 5.4

sfactorized
DPS WW, exp 0.87 pb 2.5

sDPS WW, obs 1.41± 0.28 (stat) ± 0.28 (syst) pb 3.9

seff 12.7+5.0
�2.9 mb –

The observed inclusive DPS WW production cross section is measured to be 1.41 ± 0.28 (stat)
± 0.28 (syst) pb with an observed significance of 3.9 standard deviations. This value lies in
between the predictions of PYTHIA8, which predicts a cross section of 1.92 pb with 5.4 standard
deviations, and the factorization approach, which predicts a cross section of 0.87 pb with a
significance of 2.5 standard deviations.

A value of seff is extracted from Eq. (1) using as inputs the observed DPS WW cross section
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Plenty	
  of	
  interes9ng	
  results	
  not	
  covered	
  here	
  due	
  to	
  lack	
  of	
  9me:	
  
	
  
•  ATLAS:	
  �Azimuthal	
  anisotropy	
  of	
  charged	
  par9cles	
  in	
  Pb+Pb	
  

•  arxiv:1808.03951	
  Eur.	
  Phys.	
  J.	
  C	
  78	
  (2018)	
  997	
  
•  �ATLAS:	
  Mul9par9cle	
  azimuthal	
  correla9ons	
  in	
  pp,	
  p+Pb,	
  and	
  Pb+Pb	
  

•  arxiv:1705.04176	
  Eur.	
  Phys.	
  J.	
  C	
  77	
  (2017)	
  428	
  
•  hhp://atlas.cern/updates/physics-­‐briefing/exploring-­‐nature-­‐ridge-­‐small-­‐systems	
  

•  ATLAS:	
  Femtoscopy	
  with	
  charged	
  pions	
  in	
  5.02	
  TeV	
  p+Pb	
  (made	
  it	
  to	
  the	
  cover	
  of	
  PRC)	
  
	
  
•  CMS:	
  dN/dη	
  in	
  XeXe	
  collisions	
  

•  hhp://cms-­‐results.web.cern.ch/cms-­‐results/public-­‐results/publica9ons/HIN-­‐17-­‐006/
index.html	
  

•  CMS:	
  dET/dη	
  in	
  pPb	
  collisions	
  
•  hhp://cms-­‐results.web.cern.ch/cms-­‐results/public-­‐results/publica9ons/HIN-­‐14-­‐014/

index.html	
  
•  CMS:	
  Ellip9c	
  flow	
  in	
  XeXe	
  

•  hhp://cms-­‐results.web.cern.ch/cms-­‐results/public-­‐results/publica9ons/HIN-­‐18-­‐001/
index.html	
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Looking at the multiplicity and momenta of charged particles in 
W and Z events in Powheg+Pythia8 one would expect 
differences in the underlying event distributions

Can we measure them to test wether they are well 
predicted?  

While the existing measurements already challenge the models, 
plenty of possibilities with new measurements to guide theory
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  e.g.	
  precision	
  measurments:	
  
•  UE	
  and	
  CR:	
  very	
  large	
  uncertain9es	
  on	
  the	
  top	
  mass	
  measurement	
  (Eur.	
  Phys.	
  J.	
  C	
  (2018)	
  78:891)	
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Table 3 List of systematic uncertainties for the fits to the combined data
set using the procedures described in Sect. 5. With the exception of the
flavor-dependent JEC terms, the total systematic uncertainty is obtained
from the sum in quadrature of the individual systematic uncertainties.
The values in parentheses with indented labels are already included in

the preceding uncertainty source. A positive sign indicates an increase
in the value of mt or the JSF in response to a +1σ shift and a negative
sign indicates a decrease. The statistical uncertainty in the shift in mt is
given when different samples are compared. The statistical uncertainty
in the JSF shifts is 0.1% for these sources

2D approach 1D approach Hybrid

δm2D
t [GeV] δJSF2D [%] δm1D

t [GeV] δmhyb
t [GeV] δJSFhyb [%]

Experimental uncertainties

Method calibration 0.05 <0.1 0.05 0.05 <0.1

JEC (quad. sum) 0.13 0.2 0.83 0.18 0.3

– InterCalibration (− 0.02) (<0.1) (+ 0.16) (+ 0.04) (<0.1)

– MPFInSitu (− 0.01) (<0.1) (+ 0.23) (+ 0.07) (<0.1)

– Uncorrelated (− 0.13) (+ 0.2) (+ 0.78) (+ 0.16) (+ 0.3)

Jet energy resolution − 0.20 + 0.3 + 0.09 − 0.12 + 0.2

b tagging + 0.03 <0.1 + 0.01 + 0.03 <0.1

Pileup − 0.08 + 0.1 + 0.02 − 0.05 + 0.1

Non-tt background + 0.04 − 0.1 − 0.02 + 0.02 − 0.1

Modeling uncertainties

JEC Flavor (linear sum) − 0.42 + 0.1 − 0.31 − 0.39 <0.1

– light quarks (uds) (+ 0.10) (− 0.1) (− 0.01) (+ 0.06) (− 0.1)

– charm (+ 0.02) (<0.1) (− 0.01) (+ 0.01) (<0.1)

– bottom (− 0.32) (<0.1) (− 0.31) (− 0.32) (<0.1)

– gluon (− 0.22) (+ 0.3) (+ 0.02) (− 0.15) (+ 0.2)

b jet modeling (quad. sum) 0.13 0.1 0.09 0.12 <0.1

– b frag. Bowler–Lund (− 0.07) (+ 0.1) (− 0.01) (− 0.05) (<0.1)

– b frag. Peterson (+ 0.04) (<0.1) (+ 0.05) (+ 0.04) (<0.1)

– semileptonic B decays (+ 0.11) (<0.1) (+ 0.08) (+ 0.10) (<0.1)

PDF 0.02 <0.1 0.02 0.02 <0.1

Ren. and fact. scales 0.02 0.1 0.02 0.01 <0.1

ME/PS matching − 0.08 ± 0.09 + 0.1 + 0.03 ± 0.05 − 0.05 ± 0.07 + 0.1

ME generator + 0.15 ± 0.23 + 0.2 + 0.32 ± 0.14 + 0.20 ± 0.19 + 0.1

ISR PS scale + 0.07 ± 0.09 + 0.1 + 0.10 ± 0.05 + 0.06 ± 0.07 <0.1

FSR PS scale + 0.24 ± 0.06 − 0.4 − 0.22 ± 0.04 + 0.13 ± 0.05 − 0.3

Top quark pT + 0.02 − 0.1 − 0.06 − 0.01 − 0.1

Underlying event − 0.10 ± 0.08 + 0.1 + 0.01 ± 0.05 − 0.07 ± 0.07 + 0.1

Early resonance decays − 0.22 ± 0.09 + 0.8 + 0.42 ± 0.05 − 0.03 ± 0.07 + 0.5

Color reconnection + 0.34 ± 0.09 − 0.1 + 0.23 ± 0.06 + 0.31 ± 0.08 − 0.1

Total systematic 0.75 1.1 1.10 0.62 0.8

Statistical (expected) 0.09 0.1 0.06 0.08 0.1

Total (expected) 0.76 1.1 1.10 0.63 0.8

mination ofmt and JSF, i.e., themfit
t observable is affected dif-

ferently from mreco
W . For the hybrid analysis, a hybrid weight

of whyb = 0.3 is found optimal based on the total uncertainty
in the 2D result of the JSF and the jet energy scale uncertainty
in the JECs. Due to the larger jet energy uncertainties at the
beginning of the 13 TeV data taking, whyb is lower than in
the Run 1 analysis [6] where the prior JSF knowledge con-
tributes 50% of the information. With an expected statistical

uncertainty δJSF2D
stat = 0.08% on the JSF for the 2D analysis,

the width of the prior is σprior = 0.12%. The hybrid analysis
leads to further reduced uncertainties in the FSR PS scale and
in ERDs compared to the 2D analysis. This stems from the
opposite signs of the observed shifts in mt for the 1D and 2D
analyses, i.e., the JSF from the 2D analysis overcompensates
the effects on mfit

t .

123
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•  ATLAS	
  used	
  the	
  AZNLO	
  Tune	
  for	
  the	
  
measurement	
  of	
  mW,	
  as	
  it	
  describes	
  best	
  
the	
  hadronic	
  recoil	
  distribu9on	
  (tuned	
  on	
  
pTZ)	
  

•  Can	
  UE-­‐models	
  tuned	
  on	
  Z	
  boson	
  events,	
  also	
  
correctly	
  describe	
  the	
  UE	
  for	
  W	
  bosons?	
  
•  MC	
  based	
  studies	
  showed	
  large	
  

differences	
  
•  Besides	
  the	
  W	
  and	
  Z	
  differences,	
  we	
  can	
  expect	
  

a	
  very	
  different	
  UE	
  in	
  Higgs	
  produc9on	
  due	
  to	
  
the	
  different	
  ini9al	
  state	
  (gg/qq)	
  	
  
	
  

While	
  the	
  exis>ng	
  soB	
  measurements	
  already	
  
challenge	
  the	
  models,	
  plenty	
  of	
  possibili>es	
  to	
  

guide	
  theory	
  with	
  new	
  measurements!	
  

hhps://indico.cern.ch/event/712572/contribu9ons/2996559/	
  	
  

ing parton showers and matrix elements. Higgs vs. DY
studies similar to those considered above can be done,
for instance, in boson + jet states, now fixing, in addi-
tion to invariant mass, the jet transverse momentum or
rapidity.

Underlying events

The structure of underlying events and color flows as-
sociated with Higgs boson final states was investigated
long ago [14] as a possible method to analyze gg → H
and WW → H production mechanisms. In the case of
vector boson final states it was pointed out [15] that
the treatment of parton showers, and in particular of
the recoils in the shower, is essential for a proper de-
scription of W/Z spectra. This affects the amount of
multi-parton interactions [16] needed to describe the
events [15, 17]. Analogous effects may be investigated
for gluonic showers [18, 19] in the case of events asso-
ciated with Higgs final states.
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Figure 3: Normalized charged-particle average multiplicity in the transverse
region of the azimuthal plane versus Higgs transverse momentum (solid blue
line) and DY transverse momentum (red dashed line).

We follow the treatment [20] of underlying events
in the azimuthal plane, with the direction of the Higgs
momentum and the DY pair momentum, respectively,
defining the origin in the azimuthal plane. In Figs. 3
and 4 we show the result of NLO Powheg + Pythia
Monte Carlo calculations for charged-particlemultiplic-
ities associated with Higgs and DY. (Analogous calcu-
lations can be usefully performed for multiplicities of
mini-jets defined e.g. as in [21].) We plot the average
multiplicity versus Higgs and DY p⊥ (Fig. 3) and the
multiplicity distribution (Fig. 4) in the transverse region
of the azimuthal plane (60◦ < |∆Φ| < 120◦).
The distributions in the Higgs case are dominated by

higher multiplicities from gluon cascades.
Similarly to the case of the previous section, the ef-

fects of large number of overlaid events due to pile-up
will be reduced if one measures the difference between
Higgs and DY underlying event distributions.
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Figure 4: Charged-particle multiplicity distribution in the transverse region of
the azimuthal plane in the Higgs (solid blue line) and Drell-Yan (red dashed
line) cases.

Angular distributions

Besides soft radiation from underlying events, we con-
sider Higgs versus DY distributions in the case of hard
radiation accompanying the heavy bosons, for exam-
ple boson + jet [22]. For Higgs production the angu-
lar distribution in the scattering angle θ∗ of the boson-
jet center-of-mass frame is characterized by the scalar
coupling to gluons partially canceling the small-angle
Coulomb singularity dθ∗2/θ∗4 from gluon scattering -
see e.g [9]. The Drell-Yan θ∗ distribution is determined
by spin-1/2 exchange. Owing to the cancellation from
the scalar coupling to gluons, the angular distributions
have the same small-angle asymptotics in the Higgs and
DY cases, despite the two processes occurring via spin-
1 and spin-1/2 exchange. The θ∗ → 0 behavior thus
tests the Higgs spin at the level of the production cross
section.
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Figure 5: Angular distribution in the center-of-mass scattering angle.

In Fig. 5 we consider one-jet production associated
with Higgs and Z bosons, and show the differential dis-
tributions in cos θ∗, for jet p⊥ > 20 GeV and boson-jet
invariant mass m such that 200 GeV < m < 500 GeV.
The rise for increasing cos θ∗ reflects the mechanism de-
scribed above. This large cos θ∗ power counting is the
basic reason why the difference between Higgs and DY

3
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About	
  20-­‐30	
  years	
  ago,	
  this	
  ac>vity	
  was	
  
commonly	
  called	
  “tes>ng	
  QCD”.	
  

	
  Such	
  is	
  the	
  success	
  of	
  the	
  theory,	
  that	
  
we	
  now	
  speak	
  instead	
  of	
  “calcula>ng	
  

QCD	
  backgrounds”	
  for	
  the	
  inves>ga>on	
  
of	
  more	
  specula>ve	
  phenomena.	
  	
  

By	
  Frank	
  Wilczek,	
  2004	
  Nobel	
  Laureate	
  

Quantum	
  Chromodynamics,	
  or	
  QCD:	
  
	
  the	
  modern	
  theory	
  of	
  strong	
  

interac>ons	
  
	
  
	
  

Originally,	
  its	
  roots	
  are	
  in	
  nuclear	
  
physics	
  and	
  in	
  the	
  descrip>on	
  of	
  

ordinary	
  maRer.	
  	
  
Nowadays	
  QCD	
  is	
  used	
  to	
  

describe	
  most	
  of	
  what	
  goes	
  on	
  at	
  	
  
high-­‐energy	
  accelerators	
  	
  

	
  

In	
  summary:	
  	
  
QCD	
  is	
  a	
  precise	
  and	
  beau>ful	
  theory.	
  	
  

One	
  reflec>on	
  of	
  this	
  elegance	
  is	
  that	
  the	
  essence	
  
of	
  QCD	
  can	
  be	
  portrayed,	
  without	
  severe	
  

distor>ons,	
  in	
  the	
  few	
  simple	
  pictures	
  above!	
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Differently	
   than	
   the	
  electromagne9c	
   force,	
  which	
   is	
   infinite	
   in	
   range	
  and	
  obeys	
   to	
   the	
   inverse	
  
square	
   law,	
   the	
   strong	
   force	
   has	
   a	
   very	
   short	
   range.	
   The	
   restric9on	
   of	
   the	
   strong	
   force	
   to	
  
subatomic	
  distances	
  is	
  related	
  to	
  two	
  features	
  called	
  asympto>c	
  freedom	
  and	
  confinement.	
  

asympto4c	
  freedom	
  	
  
à	
  perturba>ve	
  QCD	
  

confinement	
  
à	
  soB	
  QCD	
  

Hard	
  processes	
  SoB	
  processes	
  

Running	
  
coupling	
  
constant	
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Hard	
  scaRer	
  

Underlying	
  Event	
  
Ini>al	
  State	
  Radia>on	
  

Final	
  State	
  Radia>on	
  

Beam	
  Remnants	
  

Hadroniza>on	
  

Hadron	
  Decays	
  •  Interac9ng	
  protons	
  as	
  “bags”	
  of	
  partons	
  
(quarks	
  and	
  gluons)	
  

•  Parton	
  flavour	
  and	
  momentum	
  described	
  
by	
  Parton	
  Distribu>on	
  Func>ons	
  (PDFs)	
  

•  QCD	
  does	
  not	
  predict	
  the	
  parton	
  content	
  
of	
  the	
  proton	
  à	
  shapes	
  of	
  the	
  PDFs	
  
determined	
  by	
  a	
  fit	
  to	
  data	
  from	
  
experimental	
  observables	
  in	
  various	
  
processes	
  

•  Cross	
  sec>ons	
  calculated	
  by	
  convolu9ng	
  
the	
  parton	
  level	
  cross	
  sec>on	
  with	
  the	
  
PDFs	
  

•  Hard	
  scaRer	
  (HS)	
  described	
  by	
  
perturba9ve	
  QCD	
  (Matrix	
  element)	
  

•  HS	
  partons	
  evolve	
  into	
  collimated	
  par9cle	
  
systems	
  (jets)	
  

•  Spectator	
  partons	
  interact	
  in	
  a	
  non-­‐
perturba9ve	
  regime	
  and	
  fragment	
  in	
  
detectable	
  hadrons	
  (underlying	
  event)	
  

•  Ini>al	
  and	
  final	
  state	
  gluon	
  radia>on	
  
(alike	
  Bremsstrahlung)	
  to	
  complicate	
  the	
  
picture	
  further	
  	
  

hadron-­‐hadron	
  collision	
  as	
  simulated	
  by	
  a	
  
Monte	
  Carlo	
  event	
  generator	
  for	
  a	
  hH	
  event	
  

(by	
  F.Krauss)	
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Hard	
  QCD	
  events	
  cons9tute	
  only	
  a	
  9ny	
  
frac9on	
  of	
  the	
  total	
  cross-­‐sec>on,	
  which	
  is	
  

then	
  dominated	
  by	
  soB	
  events	
  	
  
(peripheral	
  processes).	
  	
  

In	
  fact,	
  the	
  total	
  produc9on	
  	
  
cross-­‐sec9on	
  is	
  orders	
  of	
  magnitude	
  larger	
  
than	
  very	
  abundant	
  hard	
  QCD	
  processes	
  

such	
  as	
  the	
  produc9on	
  of	
  b-­‐quarks	
  

probability	
  that	
  a	
  pair	
  of	
  hadrons	
  undergoes	
  an	
  interac9on	
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Now	
  

Higgs-­‐Boson	
  
discovery	
  

IBL	
  installed	
  in	
  
the	
  ATAS	
  Inner	
  

Detector	
  

~100	
  r-­‐1	
  of	
  13	
  TeV	
  data	
  
being	
  exploited	
  more	
  to	
  

come	
  before	
  LS2	
  
Early	
  Standard	
  

Model	
  
Measurements	
  

released	
  

4.6	
  r-­‐1	
  of	
  7	
  
TeV	
  data	
  and	
  
20.2r-­‐1	
  of	
  8	
  
TeV	
  data	
  s>ll	
  
being	
  analysed	
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•  While	
  hard	
  QCD	
  processes	
  can	
  be	
  studied	
  by	
  means	
  
of	
  perturba9ve	
  approaches,	
  this	
  is	
  not	
  possible	
  for	
  
the	
  soG	
  QCD	
  events	
  	
  

•  The	
  development	
  of	
  specialised	
  soGware	
  libraries	
  
based	
  on	
  Monte	
  Carlo	
  Methods,	
  Monte	
  Carlo	
  (MC)	
  
event	
  generators,	
  to	
  describe	
  phenomenologically	
  
par9cle	
  interac9ons	
  began	
  shortly	
  aGer	
  the	
  
discovery	
  of	
  the	
  partonic	
  structure	
  of	
  hadrons	
  and	
  
the	
  formalisa9on	
  of	
  QCD	
  as	
  the	
  theory	
  of	
  strong	
  
interac9ons	
  

•  Models	
  have	
  to	
  be	
  developed	
  with	
  a	
  set	
  of	
  tunable	
  parameters	
  to	
  describe	
  the	
  hadron-­‐level	
  
proper9es	
  of	
  final	
  states	
  dominated	
  by	
  soG	
  QCD	
  

•  Inclusive	
  charged-­‐par>cle	
  and	
  underlying	
  event	
  measurements	
  in	
  pp	
  collisions	
  are	
  the	
  ideal	
  
test	
  bed	
  to	
  provide	
  insight	
  into	
  the	
  strong	
  interac9on	
  in	
  the	
  low	
  energy,	
  non-­‐perturba9ve	
  
QCD	
  region:	
  
•  Crucial	
  for	
  the	
  tuning	
  of	
  the	
  Monte	
  Carlo	
  event	
  generator	
  
•  Essen>al	
  to	
  understand	
  and	
  correctly	
  simulate	
  any	
  other	
  more	
  complex	
  phenomena	
  
•  Ideal	
  to	
  study	
  tracking	
  performance	
  in	
  the	
  “early”	
  stage	
  of	
  a	
  new	
  data	
  taking…	
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Cross	
  sec9ons	
  for	
  a	
  scahering	
  process	
  	
  
ab	
  →	
  n	
  at	
  hadron	
  colliders	
  

Parton	
  Distribu>on	
  Func>ons	
  

Matrix	
  Element	
  

Renormaliza>on	
  and	
  
factoriza>on	
  scales	
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•  The	
   ATLAS	
   detector	
   is	
   a	
   mul9-­‐purpose	
   detector	
   with	
   a	
   tracking	
   system	
   ideal	
   for	
   the	
  
measurement	
  of	
  par9cles	
  kinema9cs	
  

•  AGer	
   a	
   3-­‐year	
   data	
   taking	
   phase	
   (Run	
   1,	
   2010-­‐2012)	
   and	
   a	
   2-­‐year	
   shutdown	
   (LS1,	
  
2013-­‐2014)	
  for	
  repairing	
  and	
  upgrade,	
  the	
  ATLAS	
  Detector	
  is	
  again	
  opera9onal	
  at	
  the	
  LHC	
  
Run	
  2	
  at	
  √s=13TeV	
  

•  Run	
  2	
  started	
   in	
  Spring	
  2015	
  à	
  by	
   the	
  end	
  of	
  2016	
  collected	
  ~	
  40	
  �-­‐1	
  of	
  data	
   (about	
  a	
  
factor	
  of	
  2	
  wrt	
  Run	
  1	
  data,	
  which	
  allowed	
  for	
  the	
  discovery	
  of	
  the	
  Higgs	
  Boson)	
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•  Hadron	
  level	
  cross-­‐sec>ons:	
  σ	
  vs	
  t,	
  ξ,	
  Δη	
  
•  Py8	
  A3	
  as	
  default	
  for	
  ND,	
  SD,	
  DD	
  and	
  CD	
  samples	
  

•  Donnachie-­‐Landshoff	
  choice	
  of	
  the	
  pomeron	
  flux	
  factor	
  to	
  describe	
  the	
  ξ	
  and	
  t	
  
dependences	
  in	
  the	
  diffrac9ve	
  channels	
  

•  Py8	
  A2	
  as	
  alterna>ve	
  SD	
  sample	
  (Schuler-­‐Sjöstrand	
  model	
  for	
  the	
  Pomeron	
  flux	
  
factor,	
  differs	
  from	
  Donnachie-­‐Landshoff	
  mainly	
  in	
  its	
  ξ	
  dependence).	
  	
  

•  Both	
  tunes	
  use	
  the	
  H1	
  2006	
  Fit	
  B	
  diffrac9ve	
  parton	
  densi9es	
  as	
  an	
  input	
  to	
  model	
  
the	
  hadronisa9on	
  in	
  the	
  diffrac9ve	
  channels.	
  	
  

•  Herwig7	
  compared	
  to	
  Py8	
  for	
  uncertain9es	
  from	
  hadronisa9on	
  proper9es	
  of	
  the	
  
dissocia9on	
  system	
  X	
  

Selec>on:	
  
L1	
  trigger:	
  MBTS(A/C)	
  and	
  ALFA(C/A)	
  	
  
ALFA:	
  exactly	
  one	
  reconstructed	
  proton	
  
MBTS:	
  at	
  least	
  5	
  counters	
  above	
  threshold	
  
ID:	
  at	
  least	
  1	
  track	
  with	
  pT	
  >	
  200	
  MeV	
  &	
  |η|	
  <	
  2.5	
  	
  
Reconstructed	
  vertex	
  	
  
Fiducial	
  region:	
  0.016	
  <	
  |t|	
  <	
  0.43	
  GeV2,	
  
-­‐4.0	
  <	
  𝒍𝒐𝒈𝟏𝟎(ξ)	
  <	
  -­‐1.6,	
  (80	
  <	
  𝑴𝑿	
  <	
  1270	
  GeV)	
  	
  
	
  
	
  

ATLAS-­‐CONF-­‐2019-­‐012	
  

Visible	
  size	
  of	
  rapidity	
  gap	
  Δη	
  
-­‐	
  between	
  tracker	
  edge	
  on	
  side	
  with	
  proton	
  

(η	
  =	
  +2.5	
  or	
  -­‐2.5)	
  and	
  first	
  ID	
  track	
  with	
  𝑝𝑇	
  >	
  200	
  MeV	
  



(a) Nominal Sample (b) Nominal Sample

(c) Nominal Sample (d) Nominal Sample

(e) Control Region 1 (f) Control Region 2

Figure 2: Uncorrected (i.e. detector level) distributions of (a) log10 ⇠ measured in ALFA, (b) log10 ⇠ mesaured in the
ID, (c) |t | and (d) �⌘ for the basic selection of the measurement. (e) Uncorrected �⌘ distribution from the control
sample in which two proton track segments are required rather than one (‘Control Region 1’). (f) Uncorrected
distribution in log10 ⇠ measured in the ID for the control sample in which exactly two proton track segments are
required and the MBTS multiplicity is required to be between 2 and 10 (‘Control Region 2’). In all distributions,
data are compared with the sum of the overlay background model and the P�����8 A3 tune prediction with the SD
contribution scaled by 0.64 to match the measurement in this paper. In (f), the CD ⇠ distribution at the truth level is
reweighted as described in the text.
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Background	
  arises	
  from	
  non-­‐SD	
  pp	
  collision	
  processes	
  leading	
  to:	
  
•  Single	
  source	
  à	
  correlated	
  signals	
  in	
  ALFA	
  and	
  the	
  ID	
  	
  

•  dominated	
  by	
  the	
  CD	
  process	
  (forward-­‐going	
  protons	
  and	
  ac9vity	
  in	
  the	
  ID).	
  	
  
•  es9mated	
  with	
  MC,	
  reweighted	
  through	
  comparison	
  with	
  data.	
  	
  

•  The	
  probability	
  of	
  a	
  Pythia8	
  CD	
  event	
  passing	
  the	
  selec9on	
  criteria	
  is	
  8.5%.	
  The	
  ND	
  
and	
  DD	
  single	
  source	
  contribu9ons	
  are	
  negligible.	
  	
  

•  Overlay	
  Background	
  à	
  coincidences	
  of	
  a	
  signal	
  in	
  ALFA	
  with	
  an	
  uncorrelated	
  signal	
  in	
  the	
  ID	
  
•  signal	
  in	
  the	
  central	
  detector	
  almost	
  always	
  from	
  a	
  ND,	
  DD	
  or	
  SD	
  pp	
  collision,	
  whilst	
  the	
  

ALFA	
  signal	
  may	
  occur	
  due	
  to	
  ‘pile-­‐up’	
  from	
  real	
  forward	
  going	
  protons	
  in	
  elas9c	
  
scahering	
  or	
  CD	
  processes,	
  showering	
  in	
  DD	
  or	
  ND	
  events	
  or	
  from	
  beam	
  induced	
  
sources	
  (dominantly	
  beam	
  halo).	
  

•  Modelled	
  using	
  a	
  data-­‐driven	
  technique	
  	
  
	
  

Background	
  subtracted	
  distribu9ons	
  are	
  unfolded	
  
at	
  par9cle	
  level	
  (itera9ve	
  Bayesian)	
  
Main	
  uncertainty	
  to	
  the	
  measurement	
  from	
  
the	
  subtrac9on	
  of	
  the	
  overlay	
  background!	
  	
  

	
  

ATLAS-­‐CONF-­‐2019-­‐012	
  

Shape	
  reflects	
  the	
  ALFA	
  
acceptance	
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1)	
  Overlay	
  background	
  subtrac9on	
  (from	
  control	
  
region)	
  	
  
2)	
  Unfolding	
  (residual	
  non-­‐closure	
  in	
  unfolding	
  PYTHIA	
  
8	
  aGer	
  reweight	
  to	
  match	
  data	
  using	
  un-­‐reweighted	
  
MC)	
  	
  
3)	
  	
  Hadroniza9on	
  uncertainty	
  (PYTHIA	
  vs	
  HERWIG	
  at	
  
par9cle	
  level)	
  	
  
4)	
  	
  CD	
  background	
  shape	
  (reweight	
  or	
  not)	
  and	
  
normaliza9on	
  (CDF	
  data)	
  	
  
5)	
  	
  ALFA	
  alignment	
  and	
  reconstruc9on	
  (followed	
  ALFA	
  
elas9cs	
  analysis	
  from	
  the	
  same	
  data)	
  	
  
6)	
  	
  Luminosity	
  (1.5%)	
  	
  
7)	
  	
  MBTSthresholds(varythreshold)	
  	
  
8)	
  	
  ID	
  track	
  reconstruc9on	
  	
  
9)	
  	
  Trigger	
  efficiencies	
  (vary	
  reference	
  sample)	
  	
  

	
  

ATLAS-­‐CONF-­‐2019-­‐012	
  

(a)

(b)

(c)

Figure 14: Summary of the largest sources of systematic uncertainty in all bins of the measurements.
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(a) Nominal Sample (b) Nominal Sample

(c) Nominal Sample (d) Nominal Sample

(e) Control Region 1 (f) Control Region 2

Figure 2: Uncorrected (i.e. detector level) distributions of (a) log10 ⇠ measured in ALFA, (b) log10 ⇠ mesaured in the
ID, (c) |t | and (d) �⌘ for the basic selection of the measurement. (e) Uncorrected �⌘ distribution from the control
sample in which two proton track segments are required rather than one (‘Control Region 1’). (f) Uncorrected
distribution in log10 ⇠ measured in the ID for the control sample in which exactly two proton track segments are
required and the MBTS multiplicity is required to be between 2 and 10 (‘Control Region 2’). In all distributions,
data are compared with the sum of the overlay background model and the P�����8 A3 tune prediction with the SD
contribution scaled by 0.64 to match the measurement in this paper. In (f), the CD ⇠ distribution at the truth level is
reweighted as described in the text.
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(a) (b)

Figure 5: The di�erential cross section as a function of log10 ⇠. (a) Data in the fiducial t range, compared with the
results of the triple Regge fit described in the text. (b) ATLAS data extrapolated to the full t range, compared with
a rapidity gap-based CMS measurement [14] that contains a small DD admixture (see text). The inner error bars
represent only statistical uncertainties while the outer error bars display the combination of statistical and systematic
uncertainties in quadrature.

the double di�erential cross section in ⇠ and t is expected to follow the ‘triple Regge’ form [1–4, 21, 40],
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Here, the first factor on the right hand side represents the Pomeron flux factor, the second factor corresponds
to the total Pomeron-proton cross section4 and the exponential t dependence is empirically motivated,
B0 characterising the spatial size of the scattering protons. Integrating over the fiducial t range of the
measurement between tlow = �0.43 GeV2 and thigh = �0.016 GeV2 yields a prediction for the single
di�erential cross section
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where the t dependence of the Pomeron trajectory has been absorbed into B = B0 � 2↵0 ln ⇠. In this type
of model, the ⇠ dependence therefore measures the value of the Pomeron intercept. A fit of the form
of equation 2 is applied to the measured ⇠ distribution with ↵(0) and the overall normalisation as free
parameters. The Donnachie-Landsho� value for the slope of the Pomeron trajectory ↵0 = 0.25 GeV2 is
taken for the central value, with ↵0 = 0 used to determine the associated uncertainty. This fit, displayed
in Fig. 5a, yields a value of ↵(0) = 1.07 ± 0.02 (stat.) ± 0.06 (syst.) ± 0.06 (↵0). The largest systematic

4 This M

X

-dependent term, deriving from Mueller’s generalisation of the optical theorem [21], is commonly treated di�erently,
particularly in models that attempt to make the link to partonic behaviour and QCD. For example in P�����8, it is taken to be
constant. Neglecting this contribution leads to a decrease in the extracted ↵(0) in the current analysis by 0.03.
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adopted in the default SD model normalisation, which is derived from a rapidity gap measurement that
also contains a DD admixture [30].

Figure 4: The di�erential cross section as a function of |t | with inner error bars representing statistical uncertainties
and outer error bars displaying the statistical and systematic uncertainties added in quadrature. The result of the
exponential fit described in the text is overlaid.

The cross section is shown di�erentially in |t | in Fig. 4. To avoid bias in the fit due to the fast-falling nature
of the distribution, the data points are plotted at the average values of t for the bin population according to
the truth level of the P�����8 A3 MC tune. The di�erential cross section is subjected to a fit of the form
d�/dt / e

Bt , which is overlaid on the figure. The quality of the fit is acceptable (�2 = 8.1 with 8 degrees of
freedom, considering statistical uncertainties only). The result is B = 7.60±0.23(stat.)±0.22(syst.) GeV�2,
where the central value and statistical uncertainty are obtained by fitting with statistical uncertainties only
and the systematic uncertainty is obtained by repeating the fit separately for each systematic shift and adding
the resulting deviations from the central value in quadrature. The measured slope parameter B corresponds
to a value averaged over the fiducial ⇠ range, with hlog10 ⇠i = �2.88 ± 0.14, where the central value is
taken from the P�����8 A3 tune and the uncertainty is defined by the di�erence from the P�����8 A2 tune.
The largest contribution to the uncertainty on B arises from the proton overlay background subtraction,
which has both a statistical and a systematic component. The result is stable with respect to variations
of the fitted t range and is broadly as expected from extrapolations of lower energy measurements. It is
compatible with the predictions of 7.10 GeV�2 from the Donnachie-Landsho� flux and 7.82 GeV�2 from
Schuler-Sjöstrand, contained in the P�����8 A3 and A2 tunes, at the 1.6� and 0.7� levels, respectively.

In Fig. 5, the cross section is shown di�erentially in log10 ⇠, as obtained from the charged particles
reconstructed in the ID. Fully compatible results are obtained when reconstructing ⇠ using ALFA, despite
the fast-deteriorating resolution at small ⇠ values and completely di�erent systematics. The data are
compatible with being flat in this variable, characteristic of the expected behaviour of the cross section
roughly as d�/d⇠ ⇠ 1/⇠. A more detailed interpretation of the ⇠ dependence is obtained through a fit to the
data in the framework of Regge phenomenology. At asymptotically large fixed s, and with s � M

2
X

� |t |,

11

adopted in the default SD model normalisation, which is derived from a rapidity gap measurement that
also contains a DD admixture [30].

Figure 4: The di�erential cross section as a function of |t | with inner error bars representing statistical uncertainties
and outer error bars displaying the statistical and systematic uncertainties added in quadrature. The result of the
exponential fit described in the text is overlaid.

The cross section is shown di�erentially in |t | in Fig. 4. To avoid bias in the fit due to the fast-falling nature
of the distribution, the data points are plotted at the average values of t for the bin population according to
the truth level of the P�����8 A3 MC tune. The di�erential cross section is subjected to a fit of the form
d�/dt / e

Bt , which is overlaid on the figure. The quality of the fit is acceptable (�2 = 8.1 with 8 degrees of
freedom, considering statistical uncertainties only). The result is B = 7.60±0.23(stat.)±0.22(syst.) GeV�2,
where the central value and statistical uncertainty are obtained by fitting with statistical uncertainties only
and the systematic uncertainty is obtained by repeating the fit separately for each systematic shift and adding
the resulting deviations from the central value in quadrature. The measured slope parameter B corresponds
to a value averaged over the fiducial ⇠ range, with hlog10 ⇠i = �2.88 ± 0.14, where the central value is
taken from the P�����8 A3 tune and the uncertainty is defined by the di�erence from the P�����8 A2 tune.
The largest contribution to the uncertainty on B arises from the proton overlay background subtraction,
which has both a statistical and a systematic component. The result is stable with respect to variations
of the fitted t range and is broadly as expected from extrapolations of lower energy measurements. It is
compatible with the predictions of 7.10 GeV�2 from the Donnachie-Landsho� flux and 7.82 GeV�2 from
Schuler-Sjöstrand, contained in the P�����8 A3 and A2 tunes, at the 1.6� and 0.7� levels, respectively.

In Fig. 5, the cross section is shown di�erentially in log10 ⇠, as obtained from the charged particles
reconstructed in the ID. Fully compatible results are obtained when reconstructing ⇠ using ALFA, despite
the fast-deteriorating resolution at small ⇠ values and completely di�erent systematics. The data are
compatible with being flat in this variable, characteristic of the expected behaviour of the cross section
roughly as d�/d⇠ ⇠ 1/⇠. A more detailed interpretation of the ⇠ dependence is obtained through a fit to the
data in the framework of Regge phenomenology. At asymptotically large fixed s, and with s � M

2
X

� |t |,

11

adopted in the default SD model normalisation, which is derived from a rapidity gap measurement that
also contains a DD admixture [30].

Figure 4: The di�erential cross section as a function of |t | with inner error bars representing statistical uncertainties
and outer error bars displaying the statistical and systematic uncertainties added in quadrature. The result of the
exponential fit described in the text is overlaid.

The cross section is shown di�erentially in |t | in Fig. 4. To avoid bias in the fit due to the fast-falling nature
of the distribution, the data points are plotted at the average values of t for the bin population according to
the truth level of the P�����8 A3 MC tune. The di�erential cross section is subjected to a fit of the form
d�/dt / e

Bt , which is overlaid on the figure. The quality of the fit is acceptable (�2 = 8.1 with 8 degrees of
freedom, considering statistical uncertainties only). The result is B = 7.60±0.23(stat.)±0.22(syst.) GeV�2,
where the central value and statistical uncertainty are obtained by fitting with statistical uncertainties only
and the systematic uncertainty is obtained by repeating the fit separately for each systematic shift and adding
the resulting deviations from the central value in quadrature. The measured slope parameter B corresponds
to a value averaged over the fiducial ⇠ range, with hlog10 ⇠i = �2.88 ± 0.14, where the central value is
taken from the P�����8 A3 tune and the uncertainty is defined by the di�erence from the P�����8 A2 tune.
The largest contribution to the uncertainty on B arises from the proton overlay background subtraction,
which has both a statistical and a systematic component. The result is stable with respect to variations
of the fitted t range and is broadly as expected from extrapolations of lower energy measurements. It is
compatible with the predictions of 7.10 GeV�2 from the Donnachie-Landsho� flux and 7.82 GeV�2 from
Schuler-Sjöstrand, contained in the P�����8 A3 and A2 tunes, at the 1.6� and 0.7� levels, respectively.

In Fig. 5, the cross section is shown di�erentially in log10 ⇠, as obtained from the charged particles
reconstructed in the ID. Fully compatible results are obtained when reconstructing ⇠ using ALFA, despite
the fast-deteriorating resolution at small ⇠ values and completely di�erent systematics. The data are
compatible with being flat in this variable, characteristic of the expected behaviour of the cross section
roughly as d�/d⇠ ⇠ 1/⇠. A more detailed interpretation of the ⇠ dependence is obtained through a fit to the
data in the framework of Regge phenomenology. At asymptotically large fixed s, and with s � M

2
X

� |t |,

11

Py8	
  A3:	
  7.10	
  GeV−2	
  (1.6σ	
  compa9bility	
  )	
  
Py8	
  A2:	
  7.82	
  GeV−2	
  (0.7σ	
  compa9bility)	
  

All	
  models	
  overes>mate	
  the	
  XS!	
  

•  Diffrac9ve	
  plateau	
  visible	
  
•  ︎Shape	
  at	
  low	
  gaps	
  due	
  to	
  stacking	
  up	
  of	
  

high-­‐	
  ξ	
  events	
  with	
  small	
  gaps	
  beyond	
  
acceptance	
  

•  ︎Shape	
  at	
  high	
  gaps	
  due	
  to	
  edge	
  of	
  ξ	
  fiducial	
  
region	
  (ξ	
  =	
  10−4	
  →	
  Δη	
  ≈	
  4)	
  

ATLAS-­‐CONF-­‐2019-­‐012	
  



4

proton, which escapes undetected from the CMS detector, and the system X, which contains
high-pT jets, separated from the proton by a large rapidity gap.

IP

p

jet

jet

p p
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the gg ! dijet hard scattering process; the qq and gq initial states also contribute.

The proton is scattered at small angles, has small fractional momentum loss x = 1 � |p f |
|pi | , and

small absolute value of the 4-momentum transfer squared t =
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p f � pi
�2, where pi and p f are

the four-momenta of the incoming and outgoing protons, respectively. The scattered proton
does not leave the beam-pipe and can only be detected by using the TOTEM RP detectors,
which allow for a direct measurement of x (hereafter referred to as xTOTEM), as well as t.

Conversely, if only CMS information is used, as in Ref. [8], the fractional momentum loss can
only be estimated from the energies and longitudinal momenta of the particles measured in
CMS:
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where the positive (negative) sign corresponds to the scattered proton moving towards the
positive (negative) z direction. In this case, t cannot be measured.

The reconstruction of xCMS by means of Eq. (2) is carried out with particle-flow objects. The
combination of the limited CMS pseudorapidity coverage (|h| < 5) and the detector inefficiency
causes xCMS to be smaller than xTOTEM, i.e. xCMS � xTOTEM  0.

The momentum fraction of the partons initiating the hard scattering, x+ and x�, can be esti-
mated from the energies and longitudinal momenta of the measured jets as:
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Âjets
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Ejet ± pjet
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where the sum is carried out over the two highest transverse momentum jets in the event, and
an additional third jet if present. The latter is selected with pT > 20 GeV.

Finally, the fraction b of the Pomeron momentum carried by the interacting parton is measured
from the values of x and xTOTEM as b = x/xTOTEM.
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where the positive (negative) sign corresponds to the scattered proton moving towards the
positive (negative) z direction. In this case, t cannot be measured.

The reconstruction of xCMS by means of Eq. (2) is carried out with particle-flow objects. The
combination of the limited CMS pseudorapidity coverage (|h| < 5) and the detector inefficiency
causes xCMS to be smaller than xTOTEM, i.e. xCMS � xTOTEM  0.
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where the sum is carried out over the two highest transverse momentum jets in the event, and
an additional third jet if present. The latter is selected with pT > 20 GeV.

Finally, the fraction b of the Pomeron momentum carried by the interacting parton is measured
from the values of x and xTOTEM as b = x/xTOTEM.
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7. Background 7

RPs in sector 56, or vice versa. The horizontal and vertical scattering angles are required to
match within the measured resolutions. These cuts are similar to those described in Ref. [25].

In order to avoid detector edges with rapidly varying efficiency or acceptance, as well as re-
gions dominated by secondary particles produced by aperture limitations in the beamline up-
stream of the RPs, proton track candidates are selected if the corresponding hit coordinates on
the RP stations satisfy the following fiducial cuts: 0 < x < 7 mm and 8.4 < |y| < 27 mm, where
x and y indicate the horizontal and vertical coordinates of the hit with respect to the beam.

To further suppress background from secondary particles and pileup in the RPs, the recon-
structed proton track is selected if it is associated to one track element in both top or both
bottom RPs on a given side. The kinematic cuts 0.03 < |t| < 1.0 GeV2 and 0 < xTOTEM < 0.1 are
then applied.

For signal events, one expects xCMS to be smaller than xTOTEM, i.e. xCMS � xTOTEM  0 (see Section 3).
This cut is imposed to suppress the contribution of pileup and beam-halo events, in which the
proton is uncorrelated with the hadronic final state X measured in the CMS detector. The
limited detector resolution may cause xCMS to be larger than xTOTEM for signal events. Roughly
6% of signal events are rejected by this cut, as estimated from a simulation of single-diffractive
dijet production.

Table 1 shows the number of events passing each selection. The number of events with the
proton detected in the RPs in sector 45 (56) after all cuts is 368 (420).

Table 1: Number of events after each selection.

Selection Sector 45 Sector 56
At least 2 jets (pT > 40 GeV, |h| < 4.4) 427689

Elastic scattering veto 405112
Reconstructed proton 9530
RP and fiducial cuts 2137 3033

0.03 < |t| < 1.0 GeV2, 0 < xTOTEM < 0.1 1393 1806
xCMS � xTOTEM  0 368 420

7 Background
The main background is due to the overlap of a proton-proton collision in the CMS detector
and an additional track in the RP stations, originating from either a beam-halo particle or an
outgoing proton from a pileup interaction.

Pileup and beam-halo events are not simulated in the MC, but they are present in the data. In
order to estimate the pileup and beam-halo contribution in the data, a zero-bias sample defined
by events from randomly selected non-empty LHC bunch crossings was used.

The RP information from events in the zero-bias data set is mixed with the diffractive and non-
diffractive MC samples, using POMWIG and PYTHIA6, respectively, to describe background
events with a proton. Events with a proton measured in the RP stations and with any number
of reconstructed vertices are selected from the zero-bias data set. Such events are denoted by
ZB in the following.

The POMWIG sample is normalised assuming a rapidity gap survival probability factor of 7.4%,
as discussed in Section 5. The mixture MC+ZB is then passed through the selection procedure
illustrated in Section 6, except for the cut xCMS � xTOTEM  0, which is not applied.
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a proton detected in sector 56. The zero-bias method is used in this analysis. The difference
between the two methods is taken as a systematic uncertainty.

8 Results
In this section the measurements of the differential cross sections ds/dt, ds/dx and the ratio
of the single-diffractive to inclusive dijet cross sections as a function of x, R(x), are presented.
The ratio R(x), normalised per unit of x, is defined by:

R(x) =
s

pX
jj (x)/Dx

sjj(x)
, (4)

where Dx = 0.1.

The cross sections are calculated in the kinematic region x < 0.1, 0.03 < |t| < 1 GeV2, with
at least two jets at stable particle level with pT > 40 GeV and |h| < 4.4. In the following,
the estimated background is subtracted from the number of single-diffractive dijet candidates
following the procedure described in the previous section.

8.1 Systematic uncertainties

The systematic uncertainties were estimated by varying the cuts and modifying the analysis
procedure. The following checks were performed:

• Trigger efficiency: The sensitivity to the trigger efficiency determination was esti-
mated by varying the fit parameters within their uncertainties (see Sect. 6). This
variation amounts to a trigger efficiency that increases or decreases by roughly 2%
at pT = 40 GeV and less than 1% at pT = 50 GeV.

• Calorimeter energy scale: The reconstruction of xCMS is affected by the uncertainty
on the calorimeter energy scale and is dominated by the energy deposited in HF.
This uncertainty is estimated by changing the energy of the particle-flow objects by
±10% [8, 37].

• Jet energy scale and resolution: The energy of the reconstructed jets is varied ac-
cording to the jet energy scale uncertainty following the procedure described in
Ref. [18]. The systematic uncertainty on the jet energy resolution is estimated by
varying the scale factors applied to the MC, as a function of pseudorapidity, as also
described in Ref. [18]. The uncertainties obtained from the jet energy scale and reso-
lution are added in quadrature. The overall size of jet energy resolution uncertainty
amounts to less than 1% of the measured cross section.

• Background: Half the difference between the results of the two methods used to
estimate the background (see Sect. 7) was taken as a systematic uncertainty.

• RP acceptance: The sensitivity to the size of the fiducial region for the impact posi-
tion of the proton in the RPs was estimated by modifying its vertical boundaries by
200 µm and by reducing the horizontal cut by 1 mm to 0 < x < 6 mm. Half the differ-
ence of the results was used as a systematic uncertainty. The uncertainties obtained
when modifying the vertical and horizontal boundaries were added in quadrature.

• Resolution: The reconstructed variables t and x were calculated by applying two
smearing methods: either directly, with a resolution function depending on each of

∆ξ	
  =	
  0.1.	
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Such mixed events with a proton in the RPs are considered as signal if the proton originates
from the MC sample, or as background if it originates from the ZB sample. If an event has a
proton from both the MC sample and the ZB sample, the proton with smallest x is chosen. The
probability of such combination is however small and none of these events pass all selection
cuts. Figure 2 shows the distribution of xCMS � xTOTEM for the data compared to the MC+ZB
mixture. The requirement xCMS � xTOTEM  0 selects signal events and rejects the kinematically
forbidden region populated by the MC+ZB background events (hatched histogram). The back-
ground distribution is normalised in the xCMS � xTOTEM region from 0.048 to 0.4. This region is
dominated by background events.

The background is estimated separately for events with a proton traversing the two top (top-
top) or the two bottom (bottom-bottom) RPs on each side. The top-top and bottom-bottom
distributions are similar. Figure 2 shows the sum of the two contributions.

The background contribution for events with a proton detected in sector 56 (right panel of
Fig. 2) is larger than that for events with a proton detected in sector 45 (left panel of Fig. 2).
The remaining contamination of background in the signal region was estimated to be 14.4% for
events in which the proton is detected in sector 45 and 15.5% for those in which the proton is
detected in sector 56.

Figure 3 shows the distribution of xTOTEM for the data and the MC+ZB sample, before and after
the xCMS � xTOTEM  0 cut, as well as the distribution of t, after the xCMS � xTOTEM  0 cut. The sum
of the top-top and bottom-bottom combinations is used. The data and the MC+ZB sample are
in good agreement.
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Figure 2: Distribution of xCMS � xTOTEM, sector 45 (left panel) and sector 56 (right panel). The data
are indicated by solid circles. The blue histogram is the mixture of POMWIG or PYTHIA6 and
zero-bias (ZB) data events described in the text. An event with the proton measured in the RPs
contributes to the white histogram (signal) if the proton originates from the MC sample, or to
the hatched histogram (background) if it originates from the ZB sample.

An alternative method, used at HERA [11], takes two events randomly chosen from the data
sample. First, xCMS is sampled from events that have passed the dijet selection; xTOTEM is then
taken from events with xCMS > 0.12 that have passed the event selection described in Section 6,
except for the xCMS � xTOTEM cut, to select proton tracks that are considered to be mostly from
background. These two values are used to plot the xCMS � xTOTEM distribution, which is nor-
malised to the data in a region dominated by background. The remaining contamination in the
signal region is ⇠19% both for events with a proton detected in sector 45 and for those with
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and right panels of Fig. 4. No correction is applied for the rapidity gap survival probability
(
⌦

S2↵ = 1). Within the uncertainties, no significant dependence on t and x is observed.

The value of the cross section for single-diffractive dijet production calculated in the kinematic
region pT > 40 GeV, |h| < 4.4, x < 0.1 and 0.03 < |t| < 1 GeV2 is:

s

pX
jj = 21.7 ± 0.9 (stat) +3.0

�3.3 (syst) ± 0.9 (lumi) nb. (6)

Table 2 summarizes the main systematic uncertainties on the measured cross section. The cross
section was calculated independently for events in which the proton scatters towards the pos-
itive and negative z directions, that is the processes pp ! pX and pp ! Xp, and the results
were averaged. They are compatible within the uncertainties. The PYTHIA8 Dynamic Gap
cross section in the same kinematic region is given by 23.7 nb, consistent with the measured
cross section.

Table 2: Individual contributions to the systematic uncertainties on the measurement of the
single-diffractive dijet production cross section in the kinematic region pT > 40 GeV, |h| < 4.4,
x < 0.1 and 0.03 < |t| < 1 GeV2. The total uncertainty is the quadratic sum of the individual
contributions.

Uncertainty source Ds/s

Trigger efficiency ±2 %
Calorimeter energy scale +1/-2 %
Jet energy scale and resolution +9/-8 %
Background ±2 %
Resolution ±2 %
Horizontal dispersion +9/-12 %
Acceptance and unfolding ±2 %
Unfolding bias ±3 %
Total +14/-15 %

The differential cross section as a function of t is well described by an exponential function for
|t| values up to about 0.4 GeV2. A fit is performed with the function ds/dt µ exp�b|t| for t
values in the range 0.03 < |t| < 0.45 GeV2.

The resulting exponential slope is:

b = 6.6 ± 0.6 (stat) +1.0
�0.8 (syst) GeV�2, (7)

where the systematic uncertainties include the contributions discussed in Section 8.1. The re-
sults for the exponential slope of the cross section calculated independently for events in which
the proton scatters towards the positive and negative z directions are compatible within the un-
certainties.

The parametrisation obtained from the fit is shown in Fig. 4. In the fit range (0.03 < |t| <
0.45 GeV2), the horizontal position of the data points is calculated as the value for which the
parametrised function equals its average over the bin width. The data points in the larger-|t|
region outside the fit range (|t| > 0.45 GeV2) are shown in the centre of the bins.

The exponential slope of the cross section was measured by CDF in the range b ⇡ 5 � 6 GeV�2

in the small-|t| region (|t| / 0.5 GeV2) [6]. In the larger-|t| region the CDF data shows a slope
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and right panels of Fig. 4. No correction is applied for the rapidity gap survival probability
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region pT > 40 GeV, |h| < 4.4, x < 0.1 and 0.03 < |t| < 1 GeV2 is:
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Table 2 summarizes the main systematic uncertainties on the measured cross section. The cross
section was calculated independently for events in which the proton scatters towards the pos-
itive and negative z directions, that is the processes pp ! pX and pp ! Xp, and the results
were averaged. They are compatible within the uncertainties. The PYTHIA8 Dynamic Gap
cross section in the same kinematic region is given by 23.7 nb, consistent with the measured
cross section.

Table 2: Individual contributions to the systematic uncertainties on the measurement of the
single-diffractive dijet production cross section in the kinematic region pT > 40 GeV, |h| < 4.4,
x < 0.1 and 0.03 < |t| < 1 GeV2. The total uncertainty is the quadratic sum of the individual
contributions.

Uncertainty source Ds/s

Trigger efficiency ±2 %
Calorimeter energy scale +1/-2 %
Jet energy scale and resolution +9/-8 %
Background ±2 %
Resolution ±2 %
Horizontal dispersion +9/-12 %
Acceptance and unfolding ±2 %
Unfolding bias ±3 %
Total +14/-15 %

The differential cross section as a function of t is well described by an exponential function for
|t| values up to about 0.4 GeV2. A fit is performed with the function ds/dt µ exp�b|t| for t
values in the range 0.03 < |t| < 0.45 GeV2.

The resulting exponential slope is:

b = 6.6 ± 0.6 (stat) +1.0
�0.8 (syst) GeV�2, (7)

where the systematic uncertainties include the contributions discussed in Section 8.1. The re-
sults for the exponential slope of the cross section calculated independently for events in which
the proton scatters towards the positive and negative z directions are compatible within the un-
certainties.

The parametrisation obtained from the fit is shown in Fig. 4. In the fit range (0.03 < |t| <
0.45 GeV2), the horizontal position of the data points is calculated as the value for which the
parametrised function equals its average over the bin width. The data points in the larger-|t|
region outside the fit range (|t| > 0.45 GeV2) are shown in the centre of the bins.

The exponential slope of the cross section was measured by CDF in the range b ⇡ 5 � 6 GeV�2

in the small-|t| region (|t| / 0.5 GeV2) [6]. In the larger-|t| region the CDF data shows a slope
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applied to account for the finite resolution of the reconstructed variables used in the analysis.
They are evaluated with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1. The average be-
tween the results is taken as the nominal value in the analysis. The measured cross sections are
obtained by unfolding the data using the D’Agostini method with early stopping [38]. In this
method the regularisation parameter is the number of iterations used, which is optimized to
obtain a relative c

2 variation between iterations lower than 5%.

Figure 4 shows the differential cross section as a function of t and x, integrated over the con-
jugate variable. The results from events in which the proton is detected in either side of the
interaction point are averaged.
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Figure 4: Differential cross section as a function of t (left) and as a function of x (right) for single-
diffractive dijet production, compared to the predictions from POMWIG, PYTHIA8 4C, PYTHIA8
CUETP8M1 and PYTHIA8 Dynamic Gap (DG). POMWIG is shown with no correction for the
rapidity gap survival probability (

⌦

S2↵ = 1) and with a correction of
⌦

S2↵ = 7.4%. The vertical
bars indicate the statistical uncertainties and the yellow band indicates the total systematic
uncertainty. The average of the results for events in which the proton is detected in either side
of the interaction point is shown.

The data are compared to POMWIG, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8 Dy-
namic Gap (DG). POMWIG is shown for two values of the suppression of the diffractive cross
section, i.e. the rapidity gap survival probability, represented by

⌦

S2↵. When
⌦

S2↵ = 1, no
correction is applied. The resulting cross sections are higher than the data by roughly an order
of magnitude, in agreement with the Tevatron results [5–7]. POMWIG is also shown with the
correction

⌦

S2↵ = 7.4%, calculated from the ratio of the measured diffractive cross section and
the MC prediction, as discussed below. After this correction, POMWIG gives a good description
of the data. POMWIG is shown in Fig. 4 as the sum of the Pomeron (pIP), Reggeon (pIR) and
Pomeron-Pomeron (IPIP) exchange contributions while PYTHIA8 includes only the Pomeron
(pIP) contribution. PYTHIA8 4C and PYTHIA8 CUETP8M1 show cross sections higher than
the data by up to a factor of two. The PYTHIA8 Dynamic Gap model shows overall a good
agreement with the data. No correction is applied to the normalisation of the PYTHIA8 sam-
ples.

The ratio of the data yields and the POMWIG predictions is shown in the bottom of the left
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these variables, or indirectly from the scattering angles q

⇤
x and q

⇤
y . Half the difference

between the results using the two methods was taken as a systematic uncertainty.
• Horizontal dispersion: The reconstructed x value depends on the optical functions

describing the transport of the protons from the interaction vertex to the Roman
Pot stations, specifically the horizontal dispersion. This uncertainty is calculated
scaling the value of x by ±10%. This value corresponds to a conservative limit of the
possible horizontal dispersion variation with respect to the nominal optics.

• t-slope: The sensitivity to the MC modelling of the exponential t-slope is quantified
by replacing its value in POMWIG by that measured in the data. Half the difference
between the results is used as an uncertainty.

• b-reweighting: Half the difference in the results when removing the reweighting as
a function of b in POMWIG (see Sect. 5) is added as an uncertainty.

• Acceptance and unfolding: Half the maximum difference when the data are un-
folded with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1 for the single-diffractive
cross section and with PYTHIA6 Z2, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8
CUETP8S1 for the inclusive dijet cross section is taken as an additional uncertainty.

• Unfolding regularisation: The regularisation parameter used in the unfolding, given
by the number of iterations in the D’Agostini method [38] used in this analysis (see
Sect. 8.2), was optimized by calculating the relative c

2 variation between iterations.
The value was chosen such that the c

2 variation was below 5%. The number of it-
erations when the relative variation of c

2 was below 2% was also used and half the
difference from the nominal was taken as a systematic uncertainty.

• Unfolding bias: A MC sample, including all detector effects, is unfolded with a dif-
ferent model. The difference between the corrected results and those at the particle
level is an estimate of the bias introduced in the unfolding procedure. Half the max-
imum difference obtained when repeating the procedure with all MC combinations
using POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1 for the single-diffractive
cross section and PYTHIA6 Z2, PYTHIA8 4C, PYTHIA8 CUETP8M1 and PYTHIA8
CUETP8S1 for the inclusive dijet cross section is taken as a systematic uncertainty.

• Luminosity: The uncertainty on the integrated luminosity is taken as 4%, mea-
sured using a dedicated sample collected by TOTEM during the same data taking
period [25].

The total systematic uncertainty is calculated as the quadratic sum of the individual contri-
butions. The uncertainties on the jet energy scale and horizontal dispersion are the dominant
contributions.

8.2 Extraction of the cross section as a function of t and x

The differential cross sections for dijet production in bins of t and x are evaluated as:

ds

pX
jj

dt
= U

(

Ni
jj

LAiDti

)

ds

pX
jj

dx

= U
(

Ni
jj

LAiDx

i

)

, (5)

where Ni
jj is the measured number of single-diffractive dijet candidates in the i-th bin, from

which the estimated background is subtracted as described in Section 7; Dti and Dx

i are the bin
widths and L is the integrated luminosity. The factors Ai include the effects of the geometrical
acceptance of the apparatus. Unfolding corrections, represented by the symbol U in Eq. (5), are
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which is increasingly smaller, becoming approximately flat for |t| ' 2 GeV2.

The exponential slope of the cross section is not significantly larger than the result from CDF
in the small-|t| region. Given the uncertainties, the current data do not yet show conclusive
evidence for a flattening of the t distribution in the larger-|t| region.

An overall suppression factor can be obtained from the ratio of the measured cross section
in Eq. (6) and the prediction from POMWIG when no correction for the rapidity gap survival
probability is applied (

⌦

S2↵ = 1), as well as that from the PYTHIA8 hard diffraction model,
when the dynamic gap suppression framework is not used. This unsuppressed cross section
from the PYTHIA8 hard diffraction model is comparable to that from POMWIG. We refer in the
following to the ratio of the measured cross section and the MC unsuppressed cross section by
the symbol S .

The single-diffractive dijet cross section in the MC is calculated in the kinematic region defined
above. Pomeron (pIP), Reggeon (pIR) and Pomeron-Pomeron (IPIP) contributions are included
in POMWIG, with cross section values given by spIP = 256 nb, spIR = 31 nb and sIPIP = 6.8 nb,
respectively. In PYTHIA8 only the Pomeron contribution is included. Reggeon exchange is not
simulated. The PYTHIA8 unsuppressed cross section is given by spIP = 280 nb.

The overall suppression factor obtained with respect to the POMWIG cross section is given by
S = 7.4 +1.0

�1.1 %, where the statistical and systematic uncertainties are added in quadrature. A
similar result is obtained when the PYTHIA8 unsuppressed cross section is used as reference
value. A PYTHIA8 Dynamic Gap model suppression factor can be calculated as the ratio of
the cross section obtained when the dynamic gap framework is applied with respect to the
PYTHIA8 unsuppressed cross setion, i.e. when the dynamic gap framework is not used. The
PYTHIA8 Dynamic Gap suppression factor obtained in this way is 8.5%.

The H1 fit B dPDFs used in this analysis include the contribution from proton dissociation in
ep collisions. They are extracted from the process ep ! eXY, where Y can be a proton or a
low-mass excitation such that MY < 1.6 GeV [10]. A comparison with the analogous analy-
sis when the proton is detected yields consistent results apart from different overall normal-
isations, with relative ratio given by s (MY < 1.6 GeV) /s

�

MY = Mp
�

= 1.23 ± 0.03 (stat) ±
0.16 (syst) [10, 39]. No dependence on b, Q2 or x is observed. In order to account for the dif-
ferent normalisation of the dPDF when a leading proton is detected (MY = Mp), the above
normalisation ratio is used as a correction to S . The result is given by S = (9 ± 2)% when the
POMWIG cross section is used as the reference value. A similar result is obtained when using
PYTHIA8.

8.3 Extraction of the ratio of the single-diffractive to inclusive dijet yields

The ratio R(x) of the single-diffractive to inclusive dijet cross sections is evaluated as a function
of x as:

R(x) =
s

pX
jj (x)/Dx

sjj(x)
=

U
n

NpX
jj /ACMS-TOTEM

o

/Dx

U
�

Njj/ACMS

 , (8)

where NpX
jj is the number of single-diffractive dijet candidates with xTOTEM < 0.1 discussed in

the previous sections, and Njj is the total number of dijet events without the requirement of
a proton selected in the RPs. This number is dominated by the non-diffractive contribution.
The symbol ACMS-TOTEM indicates the acceptance of CMS and TOTEM for single-diffractive dijet
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events, evaluated with POMWIG, PYTHIA8 4C and PYTHIA8 CUETP8M1; ACMS is the accep-
tance for non-diffractive dijet production, evaluated with PYTHIA6, PYTHIA8 4C, PYTHIA8
CUETP8M1, PYTHIA8 CUETP8S1 and HERWIG6. The acceptance includes unfolding correc-
tions to the data with the D’Agostini method with early stopping, denoted by the symbol U in
Eq. (8).

Figure 5 shows the ratio R(x), calculated in the kinematic region pT > 40 GeV, |h| < 4.4,
x < 0.1, 0.03 < |t| < 1 GeV2 and �2.9  log10 x  �1.6. The average of the results for events
in which the proton is detected in either side of the interaction point is shown. The yellow
band represents the systematic uncertainties listed in Section 8.1. The data are compared to
the ratio of the single-diffractive and non-diffractive cross sections from different models. The
single-diffractive contribution is simulated with POMWIG, PYTHIA8 4C, PYTHIA8 CUETP8M1
and PYTHIA8 Dynamic Gap (DG). The non-diffractive contribution is simulated with PYTHIA6
and HERWIG6 when POMWIG was used as the diffractive contribution. When using PYTHIA8
the diffractive and non-diffractive contributions are simulated with the same underlying event
tune. When no correction for the rapidity gap survival probability is applied (

⌦

S2↵ = 1),
POMWIG shows cross sections higher by roughly an order of magnitude, consistent with the
results from Sect. 8.2. The suppression seen in the data with respect to the MC ratio is not
substantially different when using PYTHIA6 or HERWIG6 as the non-diffractive contribution.
Using POMWIG with a correction of

⌦

S2↵ = 7.4% gives as expected a good agreement with
the data. When HERWIG6 is used for the non-diffractive contribution the agreement is worse,
especially in the lower and higher-x regions. The agreement for PYTHIA8 4C is fair in the inter-
mediate x region, while it is worse in the lower and higher-x regions. The agreement is worse
for PYTHIA8 CUETP8M1 with values of the ratio higher than that in the data by up to a factor
of two. PYTHIA8 Dynamic Gap shows overall a good agreement with the data. The agreement
is worse in the lower-x region. No correction is applied to the PYTHIA8 normalisation.

The measured value of the ratio, normalised per unit of x, in the full kinematic region defined
above is:

R =
⇣

s

pX
jj /Dx

⌘

/sjj = 0.025 ± 0.001 (stat) ± 0.003 (syst). (9)

Table 3 summarizes the main systematic uncertainties on the measured ratio of the single-
diffractive and inclusive dijet cross sections.

Table 3: Individual contributions to the systematic uncertainties on the measurement of the
ratio of single-diffractive to inclusive dijet yields in the kinematic region pT > 40 GeV, |h| < 4.4,
x < 0.1, 0.03 < |t| < 1 GeV2 and �2.9  log10 x  �1.6. The total uncertainty is the quadratic
sum of the individual contributions.

Uncertainty source DR/R
Calorimeter energy scale +1/-2 %
Jet energy scale and resolution ±2 %
Background ±1 %
Resolution ±2 %
Horizontal dispersion +9/-11 %
Acceptance and unfolding ±2 %
Unfolding bias ±3 %
Total +10/-13 %
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Figure 5: Ratio per unit of x of the single-diffractive and inclusive dijet cross sections in the
region given by x < 0.1 and 0.03 < |t| < 1 GeV2, compared to the predictions from the different
models for the ratio between the single-diffractive and non-diffractive cross sections. POMWIG
is shown with no correction for the rapidity gap survival probability (

⌦

S2↵ = 1) (left) and with
a correction of

⌦

S2↵ = 7.4% (right). The vertical bars indicate the statistical uncertainties and
the yellow band indicates the total systematic uncertainty. The average of the results for events
in which the proton is detected in either side of the interaction point is shown.

Figure 6 compares the results in Fig. 5 with those from CDF [6]. The CDF results are shown for
jets with Q2 of roughly 100 GeV2 and pseudorapidity |h| < 2.5, with 0.03 < x < 0.09. In this
case Q2 is defined, per event, as the mean transverse energy of the two leading jets squared.
CDF measures the ratio for Q2 values up to 104 GeV2. A relatively small dependence on Q2 is
observed. The present data are lower than the CDF results. A decrease of the ratio of diffractive
to non-diffractive cross sections with centre-of-mass energy has also been observed by CDF by
comparing data at 630 and 1800 GeV [7].

9 Summary
The differential cross section of single-diffractive dijet production at

p
s = 8 TeV has been mea-

sured as a function of x and t using the CMS and TOTEM detectors. The data were collected
using a non-standard optics configuration with b

⇤ = 90 m and correspond to an integrated
luminosity of 37.5 nb�1. The considered processes are those of the type pp ! pX or pp ! Xp,
with X including a system of two jets in the kinematic region x < 0.1 and 0.03 < |t| < 1.0 GeV2.
The two jets were measured with pT > 40 GeV and |h| < 4.4. The integrated cross section in
this kinematic region has been measured to be s

pX
jj = 21.7 ± 0.9 (stat) +3.0

�3.3 (syst) ± 0.9 (lumi) nb.
It corresponds to the average of the cross sections when the proton scatters to either side of the
interaction. The exponential slope of the cross section as a function of t has been measured to
be b = 6.6 ± 0.6 (stat) +1.0

�0.8 (syst) GeV�2.

The data have been compared to the predictions from different models of diffractive dijet pro-
duction. After accounting for a constant correction, related to the rapidity gap survival prob-
ability, POMWIG shows a good agreement with the data. The PYTHIA8 Dynamic Gap model
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Figure 3: Unfolded distributions of particle density (left) and SpT density (right) in Z events
in the transverse region as a function of pµµ

T , compared to various model predictions: MAD-
GRAPH + PYTHIA8 (dashed line), POWHEG + PYTHIA8 (solid line), and POWHEG + HERWIG++
(dashed-dotted line). The bottom panels of each plot show the ratios of the simulations to the
measured distributions. The bands in the bottom panels represent the statistical and systematic
uncertainties added in quadrature.
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constructed with these two generators is found to be less than 0.5%.
• Tracking efficiency: The tracking efficiency is known with an uncertainty of 4% [23,

31]. To estimate the effect of this uncertainty on the UE distribution, 4% of the tracks
are randomly removed in the simulated events while constructing the response ma-
trix. The effect on the unfolded distributions is approximately 4–6%.

• Pileup: Pileup events produce low-pT particles that can contribute to the UE activity.
However, the effect of pileup is expected to be small in the present analysis because
all tracks are required to originate from the same primary vertex. The effect of pileup
is further reduced by the unfolding procedure because the simulated samples also
include pileup. Any possible residual effect is evaluated by varying the pp inelastic
cross section used in the simulation by 5%. The bias on the unfolded distributions is
less than 0.5%.

• Trigger: The triggers used in the analysis require that the muons be isolated, which
may bias the UE distributions. The effect of this requirement is evaluated by com-
paring UE distributions obtained with and without the trigger requirement in the
simulation. This affects the results by up to 0.1%.

• Physics background: The Z boson production events are required to be in the mass
window 81–101 GeV. In this region, there is a small (about 0.3%) contribution of
dimuons from diboson and top quark decays. These background processes may
bias the UE distributions because of the different event topologies and parton radi-
ation patterns as compared to the Z boson events. The effect of these background
processes is evaluated, using simulations, by comparing the UE distributions for the
Z-boson events and for the Z-boson events combined with background processes.
The UE distributions change by 0.5–1%.

• Muon momentum correction: The effect of the muon momentum corrections [27] is
studied by comparing the corrected data distributions with the ones without correc-
tions. The resulting effect on the particle density is up to 0.4%, and up to 0.7% for
the SpT density distribution.

Table 1 summarizes the dominant systematic uncertainties in the particle and SpT densities.
Adding all aforementioned sources in quadrature results in a total systematic uncertainty of
4.8–7.8%, depending on the UE observable and particular bin.

Table 1: Summary of the systematic uncertainties in the particle and SpT densities.

Observable Uncertainty (%)
Model dependence 2–5
Tracking efficiency 4–6
Pileup 0.5
Trigger 0.1
Physics background 0.5–1
Muon momentum correction 0.4–0.7
Total Uncertainty 4.8–7.8

6 Results and discussion

Figure 1 shows the comparison of the measured UE activity in the towards, transverse, and away
regions. The activity in the away region increases sharply with pµµ

T , but more slowly in the
towards and transverse regions. This is expected as particle production in the away region is
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Figure 4: A summary of the systematic uncertainties on the arithmetic mean of the Nch and ⌃pT spectra in the
trans-min region as a function of pZ

T . Here ‘Prior’ combines the two approaches to estimate the unfolding related
uncertainties. ‘Detector’ includes the modelling of the detector and the pile-up conditions.

2nd April 2019 – 09:53 14

CMS	
  

ATLAS DRAFT

Z boson

Toward

Away

Transverse

hadronic recoil

Tr
an

sv
er

se

−60°

−120° 120°

60°

Figure 1: Illustration of away, trans-
verse, and towards regions in the
transverse plane defined with respect
to the direction of the Z boson.

Isotropic Event Balanced Event

T =1ThrustT T

Figure 2: Illustration of an isotropic and a balanced event topology in the
transverse plane with their corresponding values of thrust T?. In these fig-
ures, the beams are travelling perpendicular to the plane of the page.

one is highly sensitive to the UE-activity because it is less likely that activity from recoiling jets leaks85

into this region.86

Four distributions are studied to understand the UE activity. The first is the charged particle transverse mo-87

mentum dNch/dpch
T distribution inclusive over all selected particles. The final spectrum for this variable88

is accumulated over all events and then normalized. The next three are evaluated on an event-by-event89

basis: the charged particle multiplicity dNev/dNch, the scalar sum of the transverse momentum of those90

particles dNev/d⌃pT, and the mean transverse momentum dNev/d(mean pT), where mean pT is the quo-91

tient of ⌃pT and Nch provided Nch > 0 in the corresponding region). The distributions of these variables92

are produced separately for charged particles lying in each of the regions described above, as well as for93

di↵erent ranges of the Z boson transverse momentum pZ
T and for two regions of transverse thrust T? [7].94

Transverse thrust characterizes the topology of the tracks in the event and is95

T? =
P

i | ~pT, i · n̂|P
i | ~pT, i |

. (1)

Here the summation is done on an event-by-event basis over the transverse momenta pT of all charged96

particles excluding those of the two muons. The thrust axis n̂ is the unit vector which maximizes T? in97

Eq. 1. Transverse thrust has a maximum value of 1 for a pencil-like dijet topology and a minimum value98

of 2/⇡ for a circularly symmetric distribution of particles in the transverse plane, as illustrated in Figure 2.99

As proposed in Ref. [8], events with lower values of T? are more sensitive to the MPI component of the100

underlying event. The two regions of thrust examined in this paper are T?  0.75 and T? > 0.75, which101

are optimized to distinguish extra jet activity from the actual UE activity. A measurement of transverse102

thrust in combination with the underlying event activity was done at
p

s = 7 TeV [9], but it did not103

distinguish the transverse regions.104

In this paper, all measurements are also performed inclusively in T?. In total, the spectra of the four105

observables are measured in 96 regions of phase space, i.e. in 8 bins of pZ
T ; in the away, toward,106

trans-max, and trans-min regions; and for low, high, and inclusive T?. The bin ranges in pZ
T are107
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Figure 8: Comparison of the SpT density measured in Z events at
p

s = 13 TeV with that at 7
(CMS) [3] and 1.96 TeV (CDF) [9] in the transverse region as a function of pµµ

T . The data are also
compared with the predictions of POWHEG + PYTHIA8 (solid line) and POWHEG + HERWIG++
(dashed-dotted line). The bottom panels of each plot show the ratios of the model predictions
to the measurements. The bands in the bottom panels represent the statistical and systematic
uncertainties added in quadrature.

Increase	
  in	
  the	
  
underlying	
  event	
  
ac9vity	
  with	
  √s	
  

Herwig++	
  fails	
  to	
  
reproduce	
  the	
  turn-­‐on	
  
effect	
  for	
  pTZ	
  <	
  20	
  GeV	
  

The	
  
generators	
  

have	
  
improved	
  
predic9ons	
  

of	
  the	
  
mean	
  
values	
  

compared	
  
to	
  the	
  

data	
  when	
  
focusing	
  on	
  
the	
  MPI	
  
enriched	
  
regions	
  (T<	
  

0.75).	
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•  Se�ng	
  an	
  upper	
  limit	
  on	
  pT	
  reduces	
  the	
  ISR	
  and	
  FSR	
  contribu9ons	
  and	
  the	
  remaining	
  UE	
  
ac9vity	
  stems	
  mainly	
  from	
  MPI.	
  Significant	
  increase,	
  by	
  a	
  factor	
  2–2.5,	
  as	
  the	
  collision	
  energy	
  
rises	
  from	
  1.96	
  to	
  13	
  TeV,	
  which	
  is	
  qualita9vely	
  reproduced	
  by	
  POWHEG.	
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Figure 10: Average particle density (left) and average SpT density (right) for Z events with
pµµ

T < 5 GeV as a function of the center-of-mass energy, measured by CMS and CDF [9] in
the combined towards + transverse regions, compared to predictions from POWHEG + PYTHIA8,
POWHEG + HERWIG++, and POWHEG + PYTHIA8 without MPI. The error bars represent the
statistical and systematic uncertainties added in quadrature.

Acknowledgments

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at CERN and at other
CMS institutes for their contributions to the success of the CMS effort. In addition, we grate-
fully acknowledge the computing centers and personnel of the Worldwide LHC Computing
Grid for delivering so effectively the computing infrastructure essential to our analyses. Fi-
nally, we acknowledge the enduring support for the construction and operation of the LHC
and the CMS detector provided by the following funding agencies: the Austrian Federal Min-
istry of Science, Research and Economy and the Austrian Science Fund; the Belgian Fonds de
la Recherche Scientifique, and Fonds voor Wetenschappelijk Onderzoek; the Brazilian Fund-
ing Agencies (CNPq, CAPES, FAPERJ, and FAPESP); the Bulgarian Ministry of Education and
Science; CERN; the Chinese Academy of Sciences, Ministry of Science and Technology, and Na-
tional Natural Science Foundation of China; the Colombian Funding Agency (COLCIENCIAS);
the Croatian Ministry of Science, Education and Sport, and the Croatian Science Foundation;
the Research Promotion Foundation, Cyprus; the Secretariat for Higher Education, Science,
Technology and Innovation, Ecuador; the Ministry of Education and Research, Estonian Re-
search Council via IUT23-4 and IUT23-6 and European Regional Development Fund, Estonia;
the Academy of Finland, Finnish Ministry of Education and Culture, and Helsinki Institute of
Physics; the Institut National de Physique Nucléaire et de Physique des Particules / CNRS, and
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•  The	
  energy	
  evolu9on	
  is	
  beher	
  described	
  by	
  POWHEG	
  
with	
  PYTHIA8,	
  whereas	
  hadroniza9on	
  with	
  HERWIG++	
  
overes9mates	
  the	
  UE	
  ac9vity	
  at	
  all	
  collision	
  energies.	
  
The	
  comparison	
  of	
  the	
  distribu9ons	
  with	
  and	
  without	
  
MPI	
  indicates	
  that	
  the	
  ISR	
  and	
  FSR	
  contribu9ons,	
  which	
  
increase	
  slowly	
  with	
  center-­‐of-­‐mass	
  energy,	
  are	
  small.	
  

•  The	
  CUETP8M1	
  and	
  EE5C	
  tunes	
  employed	
  here	
  are	
  
mostly	
  obtained	
  from	
  fits	
  to	
  MinBias	
  measurements	
  
and	
  UE	
  measurements	
  with	
  leading	
  jets	
  or	
  leading	
  
tracks.	
  The	
  fact	
  that	
  these	
  tunes	
  reproduce	
  globally	
  
well	
  the	
  present	
  data	
  supports	
  the	
  hypothesis	
  that	
  the	
  
UE	
  ac9vity	
  is	
  independent	
  of	
  the	
  hard	
  process.	
  	
  

•  The	
  collision	
  energy	
  dependence	
  of	
  the	
  UE	
  ac9vity	
  is	
  
similar	
  for	
  different	
  hard	
  processes.	
  Unlike	
  UE	
  studies	
  
with	
  a	
  leading	
  track/jet,	
  the	
  present	
  measurements	
  
provide	
  new	
  handles	
  to	
  beher	
  understand	
  the	
  
evolu9on	
  of	
  ISR,	
  FSR,	
  and	
  MPI	
  contribu9ons	
  
separately,	
  as	
  func9ons	
  of	
  the	
  event	
  energy	
  scale	
  and	
  
the	
  collision	
  energy.	
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The	
  CASTOR	
  Centauro	
  And	
  STrange	
  
Object	
  Reseacrh	
  detector	
  is	
  located	
  
at	
  a	
  distance	
  of	
  4.4	
  m	
  from	
  the	
  
CMS	
  interac9on	
  point	
  right	
  behind	
  
the	
  Hadronic	
  Forward	
  HF	
  
calorimeter	
  and	
  the	
  T2,	
  a	
  tracking	
  
sta9on	
  of	
  the	
  TOTEM	
  experiment,	
  
covering	
  the	
  pseudorapidity	
  region	
  
-­‐6.6	
  <	
  η	
  <	
  -­‐5.2	
  
	
  The	
  so	
  called	
  "Centauro"	
  events	
  exhibit:	
  
	
  
	
  	
  	
  	
  Small	
  mul9plicity	
  
	
  	
  	
  	
  Absence	
  or	
  strong	
  suppression	
  of	
  the	
  
electromagne9c	
  component	
  
	
  	
  	
  	
  High	
  mean	
  transverse	
  momentum	
  
{O(2GeV/c)}	
  
	
  
	
  	
  	
  	
  In	
  addi9on,	
  many	
  hadron	
  rich	
  events	
  
are	
  accompanied	
  by	
  a	
  long	
  flying	
  
component	
  (abnormally	
  long	
  
penetra9ng	
  par9cles)	
  
	
  
Simula9ons	
  have	
  shown	
  that	
  these	
  
events	
  could	
  not	
  originate	
  from	
  
sta9s9cal	
  fluctua9ons	
  of	
  normal	
  
hadronic	
  events.	
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Average	
  total	
  energy	
  as	
  well	
  as	
  the	
  hadronic	
  and	
  electromagne9c	
  components	
  of	
  it	
  are	
  
measured	
  with	
  the	
  CMS	
  detector	
  at	
  −	
  6.6	
  <	
  η	
  <	
  −5.2	
  in	
  pp	
  collisions	
  at	
  13	
  TeV	
  and	
  are	
  
presented	
  as	
  a	
  func>on	
  of	
  the	
  mul>plicity	
  of	
  charged	
  par>cle	
  tracks	
  in	
  the	
  region	
  |η|	
  <	
  2	
  
	
  
This	
  measurement	
  is	
  sensi>ve	
  to	
  correla>ons	
  induced	
  by	
  the	
  underlying	
  event	
  structure	
  
over	
  very	
  wide	
  pseudorapidity	
  regions.	
  	
  

•  CASTOR	
  (Centauro	
  And	
  STrange	
  Object	
  Research)	
  extends	
  (−	
  6.6	
  <	
  η	
  <	
  −5.2	
  )	
  the	
  CMS	
  
capability	
  to	
  inves9gate	
  physics	
  processes	
  at	
  very	
  low	
  polar	
  angles	
  and	
  so,	
  providing	
  a	
  
valuable	
  tool	
  to	
  study	
  low-­‐x	
  QCD,	
  diffrac>ve	
  scaRering,	
  MPI	
  and	
  UE.	
  

•  Studying	
  low-­‐x	
  (x	
  =	
  pparton/phadron)	
  QCD	
  is	
  a	
  key	
  to	
  understand	
  the	
  structure	
  of	
  the	
  proton.	
  
At	
  the	
  LHC	
  the	
  minimum	
  accessible	
  x	
  in	
  pp	
  collisions	
  decreases	
  by	
  a	
  factor	
  of	
  about	
  10	
  
for	
  each	
  2	
  units	
  of	
  rapidity	
  -­‐>	
  a	
  process	
  with	
  a	
  hard	
  scale	
  of	
  Q	
  ~10	
  GeV	
  and	
  within	
  the	
  
CASTOR	
  acceptance	
  can	
  probe	
  quark	
  densi>es	
  down	
  x	
  ~	
  10-­‐6,	
  that	
  has	
  never	
  been	
  
achieved	
  before	
  (e.g.	
  produc9on	
  of	
  forward	
  jets	
  and	
  Drell-­‐Yan	
  electron	
  pairs)	
  	
  

•  Very	
  useful	
  tool	
  to	
  measure	
  the	
  single-­‐diffrac9ve	
  produc9ons	
  of	
  W	
  and	
  dijets	
  in	
  pp	
  (hard	
  
diffrac9ve	
  processes	
  that	
  are	
  sensi9ve	
  to	
  the	
  quark	
  and	
  gluon	
  content	
  of	
  the	
  low-­‐x	
  proton	
  
PDFs,	
  correspondingly)	
  

CMS	
  PAS	
  FSQ-­‐18-­‐001	
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•  Data:	
  
•  Low-­‐lumi	
  13	
  TeV	
  run	
  in	
  June	
  2015	
  (CMS	
  solenoid	
  turned	
  off),	
  0.22	
  �-­‐1	
  

•  MC	
  samples:	
  
•  Py8	
  (version	
  8.212)	
  with	
  tune	
  CUETP8M1	
  and	
  4C,	
  combined	
  with	
  the	
  MBR	
  model	
  to	
  

describe	
  diffrac9ve	
  processes.	
  
•  EPOS	
  LHC	
  
•  SIBYLL	
  2.1.	
  	
  
•  Furthermore,	
  predic9ons	
  by	
  QGSJETII.04,	
  SIBYLL	
  2.3c,	
  PYTHIA	
  8	
  tune	
  CP5,	
  and	
  

HERWIG	
  7.1	
  with	
  the	
  default	
  tune	
  for	
  soG	
  interac9ons	
  are	
  also	
  compared	
  to	
  the	
  data	
  
(These	
  simula9ons	
  are	
  produced	
  only	
  at	
  generator	
  level.	
  A	
  forward	
  folding	
  method	
  is	
  
developed	
  to	
  compare	
  generator-­‐level	
  simula9ons	
  to	
  the	
  data)	
  

•  Selec9on	
  (op9mised	
  to	
  select	
  inelas9c	
  collision	
  events	
  with	
  minimal	
  bias):	
  
•  Online:	
  unbiased	
  trigger	
  requiring	
  only	
  the	
  pres-­‐	
  ence	
  of	
  two	
  colliding	
  bunches	
  	
  
•  Offline:	
  	
  

•  at	
  least	
  one	
  HF	
  calorimeter	
  tower	
  with	
  the	
  reconstructed	
  E	
  >	
  5	
  GeV	
  on	
  either	
  
the	
  posi9ve	
  or	
  nega9ve	
  η	
  side	
  of	
  the	
  CMS	
  detector	
  

•  at	
  least	
  one	
  track	
  in	
  the	
  CMS	
  tracker	
  with	
  |η|	
  <	
  2	
  	
  
•  Reject	
  events	
  with	
  2	
  reco	
  ver9ces	
  is	
  deltaZ	
  >	
  0.5	
  cm	
  	
  

•  Events	
  are	
  classified	
  per	
  track	
  mul9plicity	
  (up	
  to	
  150)	
  and	
  the	
  average	
  total,	
  
electromagne9c	
  and	
  hadron	
  energy	
  is	
  measure	
  per	
  track	
  mul9plicity	
  bins	
  

CMS	
  PAS	
  FSQ-­‐18-­‐001	
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•  Sta9s9cal	
  uncertainty	
  <	
  2%	
  
•  Measurement	
  dominated	
  by	
  systema9c	
  uncertain9es	
  
•  Most	
  of	
  the	
  uncertain9es	
  fully	
  correlated	
  between	
  the	
  total,	
  electromagne9c,	
  and	
  

hadronic	
  energy	
  -­‐>	
  they	
  cancel	
  in	
  ra9os	
  between	
  the	
  electromagne9c	
  and	
  hadronic	
  
components.	
  Not	
  true	
  for	
  the	
  intercalibra9on	
  uncertainty:	
  a	
  systema9c	
  decrease	
  of	
  the	
  
electromagne9c	
  energy	
  causes	
  an	
  increase	
  of	
  the	
  hadronic	
  energy,	
  which	
  leads	
  to	
  an	
  
asymmetric	
  uncertainty	
  on	
  the	
  ra9o.	
  	
  

CMS	
  PAS	
  FSQ-­‐18-­‐001	
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Table 1: Summary of all detector-level uncertainties on the average energies measured with the
CASTOR calorimeter. Ranges indicate the variation as a function of the track multiplicity.

Source Total energy Electromagnetic energy Hadronic energy
CASTOR energy scale 17% 17% 17%
CASTOR intercalibration 2–3% �8% +15%
HF energy scale <0.5% <0.5% <0.5%
Tracking efficiency 1–5% 1–5% 1–5%
Pileup rejection 1–8% 1–8% 1–10%
Statistical uncertainty 0.05–1.6% 0.06–1.9% 0.06–1.8%
Total 18–19% 18–20% 20–26%

efficiencies are found to affect the number of reconstructed tracks to 1.8 and 2–3%, respectively.
These are combined linearly and a 5% systematic uncertainty in the number of reconstructed
tracks is obtained. The calculation of the average energies is repeated with a systematically
increased and decreased number of reconstructed tracks. The effect on the average energies is
below 5%.

The deviations from the central value are calculated for every source of uncertainty individu-
ally. All uncertainties are uncorrelated and are therefore added in quadrature.

Most of the uncertainties discussed above are fully correlated between the total, electromag-
netic, and hadronic energy. Thus, they cancel when taking ratios between the electromagnetic
and hadronic components. This is not the case for the intercalibration uncertainty: a systematic
decrease of the electromagnetic energy causes an increase of the hadronic energy, which leads
to an asymmetric uncertainty on the ratio.

4 Forward folding of model predictions

The measured track multiplicity is distorted by the acceptance and efficiency of the CMS pixel
tracker. Likewise, the energies observed in CASTOR are affected by the energy resolution,
and the response of the calorimeter. In the present note, the data are not corrected for these
instrumental effects, and should thus be compared to the results of full detector simulation.
In order to allow for comparisons to other experimental data and to future model predictions,
the distributions measured in high-energy physics experiments are typically unfolded relying
on Monte Carlo simulations. In this note, a “forward folding” approach is used instead, in
which all known detector effects are applied to a given simulation or theoretical prediction, as
described in the following.

At the generator level, events are selected that match the detector-level event selection. At
least one charged particle with pT > 200 MeV is required within |h| < 2. Furthermore, a
fractional momentum loss of the scattered proton of x > 10�6 is required. For the latter, all
stable (ct > 1 cm) final-state particles are divided into two systems, X and Y, based on their
position with respect to the largest rapidity gap in the event. All particles on the negative side
of the largest gap are assigned to the system X, while the particles on the positive side are
assigned to the system Y. Based on this, x is defined as x = max

�
M2

X/s, M2
Y/s

�
, where MX

and MY are the invariant masses of the two systems. The selection based on x is relevant at
very low particle multiplicities and is chosen to best match the acceptance of the detector-level
selection of minimally biased collision events, and also for consistency with previous CMS
publications (e.g. Ref. [9]).

Four-dimensional migration tensors k are calculated based on all available Monte Carlo sam-
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Full	
  detector	
  
simula9on	
  

Forward	
  folding	
  
method	
  (consistent	
  
with	
  full	
  det.	
  sim.	
  To	
  
beher	
  than	
  1%)	
  

JHEP	
  03	
  (2017)	
  157	
  

•  Average	
  total	
  energy	
  increases	
  with	
  mul9plicity,	
  consistent	
  with	
  the	
  
general	
  behaviour	
  of	
  the	
  underlying	
  event	
  measured	
  at	
  central	
  
rapidi9es	
  

•  This	
  shape	
  can	
  be	
  associated	
  to	
  an	
  ini9al	
  correla9on	
  of	
  central-­‐to-­‐
forward	
  event	
  ac9vity,	
  which	
  is	
  dampened	
  by	
  energy	
  conserva9on	
  
towards	
  more	
  violent	
  collisions.	
  	
  

•  All	
  models	
  describe	
  these	
  data	
  with	
  minor	
  tensions	
  only.	
  	
  
•  Thus,	
  the	
  model	
  parameter	
  tunes	
  for	
  the	
  underlying	
  event,	
  as	
  

determined	
  at	
  central	
  rapidi9es,	
  are	
  consistent	
  with	
  the	
  very	
  forward	
  
data	
  within	
  experimental	
  uncertain9es.	
  	
  

	
  
PYTHIA	
  8	
  4C+MBR	
  and	
  SIBYLL	
  2.3c	
  underes9mate	
  data	
  at	
  low	
  Nch	
  
PYTHIA	
  8	
  CP5	
  predicts	
  average	
  energies	
  larger	
  than	
  those	
  observed	
  at	
  
intermediate	
  Nch	
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•  Distribu9ons	
  normalised	
  to	
  the	
  first	
  Nch	
  
bin	
  (Nch<10)	
  à	
  systeam9c	
  uncertainty	
  
dominated	
  by	
  the	
  energy	
  scale	
  
correlated	
  in	
  Nch	
  bins,	
  is	
  reduced	
  

•  Rela9ve	
  increase	
  is	
  steep	
  at	
  low	
  
mul9plici9es	
  and	
  becomes	
  soGer	
  at	
  
higher	
  mul9plici9es.	
  	
  

•  Py	
  8	
  tunes	
  have	
  very	
  similar	
  shapes,	
  
inconsistent	
  with	
  that	
  observed	
  in	
  the	
  
data	
  (worst	
  for	
  Py8	
  CP5,	
  op9mised	
  for	
  
UE	
  at	
  central	
  rapidity)	
  

•  All	
  the	
  other	
  generators	
  see	
  a	
  satura9o	
  
at	
  about	
  Nch	
  80,	
  not	
  visible	
  in	
  data	
  

•  Both	
  versions	
  of	
  SIBYLL	
  provide	
  
predic9ons	
  in	
  agreement	
  with	
  the	
  data.	
  	
  

•  These	
  normalized	
  results	
  indicate	
  some	
  interes9ng	
  
poten9al	
  to	
  further	
  improve	
  the	
  underlying	
  event	
  
model	
  predic9ons	
  in	
  the	
  very	
  forward	
  direc9on!	
  

JHEP11(2012)033	
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•  All	
  models,	
  with	
  the	
  excep9on	
  of	
  
SIBYLL	
  2.3c,	
  describe	
  the	
  
electromagne9c	
  component	
  well.	
  Also	
  
PYTHIA	
  8	
  4C+MBR	
  slightly	
  
underes9mates	
  the	
  electromagne9c	
  
energy	
  at	
  low	
  mul9plici9es.	
  	
  

•  Most	
  models	
  tend	
  to	
  overes9mate	
  the	
  
hadronic	
  component,	
  again	
  with	
  the	
  
excep9on	
  of	
  SIBYLL	
  2.3c	
  and	
  PYTHIA	
  8	
  
4C+MBR.	
  	
  

These	
  data	
  can	
  be	
  in	
  par9cular	
  relevant	
  in	
  
the	
  context	
  of	
  the	
  simula9on	
  of	
  cosmic	
  
ray	
  induced	
  extensive	
  air	
  showers	
  since	
  
they	
  point	
  to	
  the	
  accuracy	
  of	
  the	
  
modelling	
  of	
  the	
  produc9on	
  of	
  neutral	
  
pions	
  versus	
  charged	
  pions	
  or	
  other	
  non-­‐
resonant	
  hadrons.	
  	
  
As	
  the	
  energies	
  in	
  −6.6	
  <	
  η	
  <	
  −5.2	
  are	
  
already	
  close	
  to	
  the	
  peak	
  of	
  the	
  forward-­‐
directed	
  energy	
  flow,	
  this	
  will	
  have	
  an	
  
important	
  impact	
  on	
  modelling	
  of	
  
complete	
  extensive	
  air	
  shower	
  cascades.	
  

Useful	
  to	
  study	
  different	
  underlying	
  par9cle	
  produc9on	
  
mechanisms,	
  since	
  the	
  el	
  is	
  mostly	
  due	
  to	
  decaying	
  neutral	
  
pions,	
  and	
  the	
  hadr	
  is	
  related	
  to	
  the	
  produc9on	
  of	
  non-­‐
resonant	
  hadrons;	
  most	
  commonly	
  charged	
  pions.	
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•  Rela9ve	
  calibra9on	
  of	
  the	
  electromagne9c	
  and	
  hadronic	
  sec9on	
  is	
  the	
  main	
  source	
  of	
  uncertainty	
  and	
  results	
  in	
  a	
  highly	
  
asymmetric	
  uncertainty	
  band.	
  	
  

•  The	
  measured	
  ra9o	
  is	
  approximately	
  constant	
  over	
  the	
  whole	
  mul9plicity	
  range.	
  	
  
•  This	
  measured	
  ra9o	
  depends	
  on	
  the	
  details	
  of	
  hadroniza9on	
  in	
  the	
  observed	
  phase	
  space.	
  Devia9ons	
  of	
  model	
  

predic9ons	
  from	
  the	
  data	
  hint	
  on	
  underlying	
  differences	
  of	
  final	
  state	
  hadron	
  produc9on	
  mechanisms	
  contribu9ng	
  to	
  
the	
  observed	
  average	
  energies.	
  	
  

•  The	
  contribu9on	
  of	
  string	
  fragmenta9on,	
  remnant	
  fragmenta9on,	
  ini9al-­‐	
  or	
  final-­‐state	
  radia9on,	
  or	
  eventual	
  effects	
  of	
  a	
  
very	
  dense	
  hydrodynamical	
  phase	
  have	
  to	
  be	
  considered	
  to	
  understand	
  these	
  data.	
  	
  

•  Also	
  the	
  decay	
  of	
  short-­‐lived	
  resonances	
  has	
  an	
  important	
  impact	
  on	
  this	
  ra9o.	
  
•  The	
  observed	
  independence	
  of	
  the	
  measured	
  ra9o	
  from	
  track	
  mul9plicity	
  indicates	
  that	
  no	
  drama9c	
  change	
  of	
  the	
  

par9cle	
  produc9on	
  mechanism	
  is	
  observed	
  at	
  this	
  very	
  forward	
  pseudorapidity.	
  	
  
•  All	
  model	
  predic9ons	
  are	
  lower	
  than	
  the	
  data,	
  specifically	
  those	
  of	
  the	
  modern	
  tunes,	
  PYTHIA	
  8	
  CP5	
  and	
  SIBYLL	
  2.3c,	
  

whereas	
  the	
  QGSJETII.04,	
  SIBYLL	
  2.1,	
  and	
  HERWIG	
  7.1	
  models	
  give	
  the	
  best	
  descrip9on	
  of	
  the	
  ra9o	
  within	
  the	
  
systema9c	
  uncertain9es.	
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•  The	
  average	
  energy	
  per	
  event	
  in	
  the	
  pseudorapidity	
  region	
  −6.6	
  <	
  η	
  <	
  −5.2	
  has	
  been	
  mea-­‐	
  sured	
  as	
  a	
  func9on	
  of	
  the	
  
observed	
  central	
  track	
  mul9plicity	
  (|η|	
  <	
  2)	
  in	
  proton-­‐proton	
  collision	
  at	
  a	
  centre-­‐of-­‐mass	
  energy	
  of	
  13	
  TeV.	
  Data	
  
recorded	
  during	
  the	
  first	
  days	
  of	
  the	
  LHC	
  Run	
  2,	
  with	
  low	
  beam	
  intensi9es,	
  are	
  used.	
  The	
  measurement	
  is	
  presented	
  in	
  
terms	
  of	
  the	
  total	
  energy	
  as	
  well	
  as	
  its	
  electromagne9c	
  and	
  hadronic	
  components.	
  The	
  very	
  forward	
  region	
  covered	
  by	
  
the	
  data	
  contains	
  the	
  highest	
  energy	
  densi9es	
  studied	
  in	
  proton-­‐proton	
  collisions	
  at	
  the	
  LHC.	
  This	
  makes	
  the	
  data	
  in	
  
par9cular	
  relevant	
  for	
  improving	
  the	
  modeling	
  of	
  mul9par9cle	
  produc9on	
  in	
  event	
  generators	
  used	
  for	
  the	
  simula9on	
  
of	
  ultra-­‐high	
  energy	
  cosmic	
  ray	
  air	
  showers.	
  

•  The	
  observables	
  introduced	
  provide	
  a	
  new	
  approach	
  to	
  characterise	
  par9cle	
  produc9on,	
  and	
  to	
  study	
  the	
  proper9es	
  of	
  
the	
  underlying	
  event.	
  The	
  measured	
  average	
  total	
  energy	
  as	
  func9on	
  of	
  the	
  track	
  mul9plicity	
  is	
  described	
  with	
  only	
  
minor	
  tension	
  by	
  all	
  models.	
  This	
  is	
  a	
  very	
  good	
  in-­‐	
  dica9on	
  that	
  underlying	
  event	
  parameter	
  tunes	
  performed	
  at	
  mid-­‐
rapidity	
  can	
  be	
  extrapolated	
  to	
  the	
  very	
  forward	
  direc9on	
  within	
  experimental	
  uncertain9es.	
  However,	
  it	
  is	
  also	
  found	
  
that	
  in	
  a	
  shape	
  analysis	
  of	
  the	
  same	
  data	
  we	
  see	
  very	
  significant	
  model	
  differences	
  and	
  partly	
  large	
  devia9ons	
  from	
  the	
  
data.	
  Thus,	
  there	
  is	
  remaining	
  opportunity	
  to	
  further	
  improve	
  the	
  par9cle	
  produc9on	
  models	
  in	
  this	
  very	
  forward	
  phase	
  
space.	
  Among	
  all	
  models,	
  SIBYLL	
  2.1	
  shows	
  the	
  best	
  reproduc9on	
  of	
  the	
  measured	
  mul9plicity	
  dependence	
  of	
  the	
  
average	
  total	
  energy.	
  

•  The	
  data	
  is	
  also	
  presented	
  separately	
  for	
  the	
  average	
  electromagne9c	
  and	
  hadronic	
  energy	
  per	
  event	
  as	
  a	
  func9on	
  of	
  
central	
  track	
  mul9plicity.	
  This	
  is	
  useful	
  to	
  study	
  different	
  underlying	
  par9cle	
  produc9on	
  mechanisms,	
  since	
  the	
  former	
  is	
  
mostly	
  due	
  to	
  decaying	
  neutral	
  pions,	
  and	
  the	
  laher	
  related	
  to	
  the	
  produc9on	
  of	
  non-­‐resonant	
  hadrons;	
  most	
  
commonly	
  charged	
  pions.	
  We	
  find	
  a	
  general	
  good	
  descrip9on	
  of	
  all	
  models	
  of	
  the	
  electromagne9c	
  energy	
  –	
  with	
  the	
  
excep9on	
  of	
  SIBYLL	
  2.3c.	
  Notably,	
  the	
  predicted	
  energy	
  in	
  hadrons	
  reveals	
  a	
  significantly	
  larger	
  spread	
  compared	
  to	
  the	
  
electromagne9c	
  energy	
  between	
  the	
  different	
  models.	
  

•  The	
  data	
  are	
  also	
  presented	
  in	
  terms	
  of	
  the	
  ra9o	
  between	
  the	
  electromagne9c	
  and	
  hadronic	
  energies.	
  The	
  data	
  exhibit	
  
a	
  larger	
  frac9on	
  of	
  electromagne9c	
  energy	
  compared	
  to	
  the	
  models,	
  and	
  disagree	
  with	
  the	
  two	
  most	
  recent	
  model	
  
tunes,	
  SIBYLL	
  2.3c	
  and	
  PYTHIA	
  8	
  CP5.	
  This	
  defi-­‐	
  ciency	
  implies	
  an	
  increased	
  difficulty	
  to	
  solve	
  the	
  muon	
  deficit	
  in	
  ultra-­‐
high	
  energy	
  air	
  shower	
  simula9ons	
  since	
  more	
  energy	
  will	
  be	
  channelled	
  into	
  the	
  electromagne9c	
  part	
  of	
  the	
  cascade	
  
and	
  will	
  subsequently	
  be	
  lost	
  for	
  the	
  genera9on	
  of	
  further	
  hadrons	
  .	
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Signal:	
  Py8	
  and,	
  for	
  cross	
  
checks,	
  with	
  Hw++	
  	
  
WZ:	
  Powheg	
  (central	
  

predic9ons),	
  MADGRAPH5	
  
aMC@NLO	
  (kinema9cs	
  

studies)	
  
Wγ:	
  MADGRAPH	
  5;	
  Zγ:	
  
MADGRAPH5	
  aMC@NLO	
  	
  
FxFx	
  and	
  MLM	
  merging	
  
schemes	
  for	
  NLO	
  and	
  LO,	
  

resp.	
  
Wγ∗,	
  SHS	
  WW,	
  and	
  ZZ	
  	
  at	
  
NLO	
  with	
  the	
  POWHEG	
  	
  
All	
  showered	
  with	
  Py8	
  

SPS	
  qq	
  4l:	
  Powheg-­‐Box	
  at	
  NLO	
  
QCD	
  	
  (qg	
  incl.	
  in	
  the	
  NLO)	
  
gg:	
  LO	
  MCFM,	
  with	
  NLO	
  

correc9ons	
  
On-­‐shell	
  gg	
  H	
  and	
  VBF	
  H:	
  
Powheg-­‐Box	
  at	
  NLO	
  QCD	
  

On-­‐shell	
  VH	
  and	
  hH:	
  LO	
  Py8	
  
off-­‐shell	
  VBF/VBS	
  H:	
  LO	
  

MadGraph	
  
All	
  showered	
  with	
  Py8	
  (MG	
  with	
  

Py6)	
  
DPS	
  4l:	
  Py8	
  LO	
  

Background	
  from	
  Z	
  +	
  jets	
  
(Alpgen),	
  h	
  ̄,	
  dibosons	
  (Sherpa),	
  
tribosons	
  (MG),	
  VH	
  (Py8),	
  Z+top	
  

(MG)	
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Fig. 1. The distribution of the four-lepton invariant mass, m4ℓ . The data (black 
dots) are compared with the sum of signal and background MC expectations 
(filled coloured histograms). Also shown is the expected contribution of DPS from
Pythia 8.

energy of the electron candidate or the transverse momentum of 
the muon candidate to be above 24 GeV. The dielectron trigger had 
the same threshold of 12 GeV for both electron candidates. The 
dimuon trigger required either two muons with transverse mo-
mentum above 13 GeV or one above 18 GeV and the other above 
8 GeV. An electron–muon trigger was also used with thresholds at 
12 GeV for electrons and 8 GeV for muons.

The final sample consists of events with at least four leptons, 
where each lepton is either an electron or a muon. The four lep-
tons are required to form two same-flavour (electrons or muons) 
opposite-charge (SFOC) lepton pairs. The pair with the invariant 
mass closer to the mass of the Z boson is called the leading 
pair, and the other pair is the sub-leading one. The invariant 
mass of the leading pair is restricted to the range 50 < mleading <
120 GeV, while for the sub-leading pair the mass requirement is 
12 < msub-leading < 120 GeV. A J/ψ veto is applied such that for 
any SFOC lepton combination the invariant mass of the dilepton, 
m2ℓ , must be greater than 5 GeV. Only events with the four-lepton 
invariant mass in the range 80 < m4ℓ < 1000 GeV are selected. 
The transverse momentum of dileptons, pℓ+ℓ−

T , is required to be 
above 2 GeV. Selected leptons, ordered in descending order of 
transverse momentum, are required to have transverse momenta 
pT above 20, 15, 10 (8 if muon), and 7 (6 if muon) GeV. The 
leptons are selected within the pseudorapidity range |η| < 2.5 in 
the case of electrons and |η| < 2.7 in the case of muons. In order 
to have well-measured leptons, a lepton separation requirement is 
imposed, such that the distance between any two leptons in the 
η–φ space, %R , is required to fulfil the condition %R > 0.1 (0.2)
for same-flavour (different-flavour) leptons. Each event is required 
to have the triggering lepton(s) matched to one or two of the se-
lected leptons.

The data sample, after all selections, contains 476 events. The 
resulting data and MC distributions of the four-lepton invariant 
mass are shown in Fig. 1. For completeness, the figure also includes 
the DPS contribution of 0.4 events predicted by the Pythia 8.175 
simulation.

5. DPS signal extraction

The assumption that in DPS the two scatters are distinct implies 
that, in the DPS four-lepton final states, the two leptons of each 
dilepton will tend to be balanced in pT and therefore back-to-back 
in the azimuthal angle φ, due to the dominance of low-pT Z (∗)

production. In the SPS case, the leading and sub-leading pairs are 
expected to balance each other in pT.

Based on the experience gained in the study of four-jet final 
states [57], in order to distinguish between DPS events and SPS 
events, the distributions of the following kinematic variables of the 
four leptons are considered:

%pT,i j = |p⃗T,i + p⃗T, j|
pT,i + pT, j

, %φi j = |φi − φ j|,

%yij = |yi − y j|, i, j = 1,2,3,4, i ≠ j

%i jkm = |φi+ j − φk+m|, i jkm = 1234,1324,1423.

(2)

Here, p⃗T,i is the transverse momentum component of the i-th lep-
ton (i = 1, 2, 3, 4), and φi and yi are the azimuthal angle and the 
rapidity of the i-th lepton, respectively. The angle φi+ j is the az-
imuthal angle of the momentum vector composed by the sum of 
momenta of leptons i and j. Leptons 1 and 2 form the leading 
dilepton. The lepton ordering is chosen such that pT,1 > pT,2 and 
pT,3 > pT,4.

The distributions of the variables %pT,12, %φ13, %y13, and 
%1234 are presented in Fig. 2(a)–(d). The distribution of %pT,12
peaks around 0.1 for simulated DPS events, while the simulated 
SPS events are more evenly distributed across the range [0,1]. This 
demonstrates that, as expected, two leptons coming from the same 
Z candidate in DPS balance each other in pT, while in SPS the pair-
wise pT balance is not dominant. This is again demonstrated in 
the %φ13 distribution, where leptons 1 and 3 are decorrelated in 
%φ for DPS, while for the SPS events these leading-pT decay lep-
tons tend to be back-to-back in φ, because they originate from the 
two Z bosons, which themselves are expected to be back-to-back 
in φ. The %y13 distribution shows that leptons associated to dif-
ferent dileptons tend to be more separated in rapidity in DPS than 
in SPS. The back-to-back configurations of the two Z candidates 
in the case of SPS, and their decorrelation in the case of DPS is 
explicitly demonstrated in the distribution of the azimuthal angle 
between two Z candidates, %1234.

The difference between the topologies of SPS and DPS events is 
used to train an artificial neural network (ANN) to discriminate be-
tween the DPS and non-DPS classes, where the latter corresponds 
to SPS and background events.

The training is performed with the ANN available in the 
ROOT [58] implementation of a feed-forward multilayer percep-
tron. The Broyden–Fletcher–Goldfarb–Shanno supervised learning 
algorithm [59–62] is used in the training. The input layer contains 
21 neurons, corresponding to the variables listed in Eq. (2), and the 
output layer consists of one neuron. As the result of optimising the 
convergence and the performance of the ANN, a configuration of 
30 and 9 neurons is adopted for the first and second hidden layer, 
respectively. The output of the ANN, ξDPS, is a number distributed 
between 0 and 1, which represents the likelihood for an event to 
belong to the DPS class.

The event weights are chosen such that during the train-
ing procedure the effective numbers of SPS qq̄-initiated events, 
gg-initiated events and background Z + bb̄ jets events are in the 
ratio 1 : 1 : 1. The SPS gg-initiated events tend to spill over into 
the DPS signal region, and a better separation between the SPS 
and DPS classes is achieved by increasing their weight in the min-
imisation of the error function. Similarly, the effective contribution 
of Z + bb̄ jets events is increased for the ANN training to distin-
guish them better from the DPS ones, as the kinematics of the 
Z + bb̄ jets background subprocess has features similar to DPS. 
The effective numbers of events for DPS and non-DPS events are 
equal. Each MC set is split randomly into two subsets having ap-
proximately the same number of events. One subset is used for the 
ANN training, while the other is used to validate the performance 
of the ANN and to determine the number of training epochs, so as 
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Fig. 1. The distribution of the four-lepton invariant mass, m4ℓ . The data (black 
dots) are compared with the sum of signal and background MC expectations 
(filled coloured histograms). Also shown is the expected contribution of DPS from
Pythia 8.

energy of the electron candidate or the transverse momentum of 
the muon candidate to be above 24 GeV. The dielectron trigger had 
the same threshold of 12 GeV for both electron candidates. The 
dimuon trigger required either two muons with transverse mo-
mentum above 13 GeV or one above 18 GeV and the other above 
8 GeV. An electron–muon trigger was also used with thresholds at 
12 GeV for electrons and 8 GeV for muons.

The final sample consists of events with at least four leptons, 
where each lepton is either an electron or a muon. The four lep-
tons are required to form two same-flavour (electrons or muons) 
opposite-charge (SFOC) lepton pairs. The pair with the invariant 
mass closer to the mass of the Z boson is called the leading 
pair, and the other pair is the sub-leading one. The invariant 
mass of the leading pair is restricted to the range 50 < mleading <
120 GeV, while for the sub-leading pair the mass requirement is 
12 < msub-leading < 120 GeV. A J/ψ veto is applied such that for 
any SFOC lepton combination the invariant mass of the dilepton, 
m2ℓ , must be greater than 5 GeV. Only events with the four-lepton 
invariant mass in the range 80 < m4ℓ < 1000 GeV are selected. 
The transverse momentum of dileptons, pℓ+ℓ−

T , is required to be 
above 2 GeV. Selected leptons, ordered in descending order of 
transverse momentum, are required to have transverse momenta 
pT above 20, 15, 10 (8 if muon), and 7 (6 if muon) GeV. The 
leptons are selected within the pseudorapidity range |η| < 2.5 in 
the case of electrons and |η| < 2.7 in the case of muons. In order 
to have well-measured leptons, a lepton separation requirement is 
imposed, such that the distance between any two leptons in the 
η–φ space, %R , is required to fulfil the condition %R > 0.1 (0.2)
for same-flavour (different-flavour) leptons. Each event is required 
to have the triggering lepton(s) matched to one or two of the se-
lected leptons.

The data sample, after all selections, contains 476 events. The 
resulting data and MC distributions of the four-lepton invariant 
mass are shown in Fig. 1. For completeness, the figure also includes 
the DPS contribution of 0.4 events predicted by the Pythia 8.175 
simulation.

5. DPS signal extraction

The assumption that in DPS the two scatters are distinct implies 
that, in the DPS four-lepton final states, the two leptons of each 
dilepton will tend to be balanced in pT and therefore back-to-back 
in the azimuthal angle φ, due to the dominance of low-pT Z (∗)

production. In the SPS case, the leading and sub-leading pairs are 
expected to balance each other in pT.

Based on the experience gained in the study of four-jet final 
states [57], in order to distinguish between DPS events and SPS 
events, the distributions of the following kinematic variables of the 
four leptons are considered:

%pT,i j = |p⃗T,i + p⃗T, j|
pT,i + pT, j

, %φi j = |φi − φ j|,

%yij = |yi − y j|, i, j = 1,2,3,4, i ≠ j

%i jkm = |φi+ j − φk+m|, i jkm = 1234,1324,1423.

(2)

Here, p⃗T,i is the transverse momentum component of the i-th lep-
ton (i = 1, 2, 3, 4), and φi and yi are the azimuthal angle and the 
rapidity of the i-th lepton, respectively. The angle φi+ j is the az-
imuthal angle of the momentum vector composed by the sum of 
momenta of leptons i and j. Leptons 1 and 2 form the leading 
dilepton. The lepton ordering is chosen such that pT,1 > pT,2 and 
pT,3 > pT,4.

The distributions of the variables %pT,12, %φ13, %y13, and 
%1234 are presented in Fig. 2(a)–(d). The distribution of %pT,12
peaks around 0.1 for simulated DPS events, while the simulated 
SPS events are more evenly distributed across the range [0,1]. This 
demonstrates that, as expected, two leptons coming from the same 
Z candidate in DPS balance each other in pT, while in SPS the pair-
wise pT balance is not dominant. This is again demonstrated in 
the %φ13 distribution, where leptons 1 and 3 are decorrelated in 
%φ for DPS, while for the SPS events these leading-pT decay lep-
tons tend to be back-to-back in φ, because they originate from the 
two Z bosons, which themselves are expected to be back-to-back 
in φ. The %y13 distribution shows that leptons associated to dif-
ferent dileptons tend to be more separated in rapidity in DPS than 
in SPS. The back-to-back configurations of the two Z candidates 
in the case of SPS, and their decorrelation in the case of DPS is 
explicitly demonstrated in the distribution of the azimuthal angle 
between two Z candidates, %1234.

The difference between the topologies of SPS and DPS events is 
used to train an artificial neural network (ANN) to discriminate be-
tween the DPS and non-DPS classes, where the latter corresponds 
to SPS and background events.

The training is performed with the ANN available in the 
ROOT [58] implementation of a feed-forward multilayer percep-
tron. The Broyden–Fletcher–Goldfarb–Shanno supervised learning 
algorithm [59–62] is used in the training. The input layer contains 
21 neurons, corresponding to the variables listed in Eq. (2), and the 
output layer consists of one neuron. As the result of optimising the 
convergence and the performance of the ANN, a configuration of 
30 and 9 neurons is adopted for the first and second hidden layer, 
respectively. The output of the ANN, ξDPS, is a number distributed 
between 0 and 1, which represents the likelihood for an event to 
belong to the DPS class.

The event weights are chosen such that during the train-
ing procedure the effective numbers of SPS qq̄-initiated events, 
gg-initiated events and background Z + bb̄ jets events are in the 
ratio 1 : 1 : 1. The SPS gg-initiated events tend to spill over into 
the DPS signal region, and a better separation between the SPS 
and DPS classes is achieved by increasing their weight in the min-
imisation of the error function. Similarly, the effective contribution 
of Z + bb̄ jets events is increased for the ANN training to distin-
guish them better from the DPS ones, as the kinematics of the 
Z + bb̄ jets background subprocess has features similar to DPS. 
The effective numbers of events for DPS and non-DPS events are 
equal. Each MC set is split randomly into two subsets having ap-
proximately the same number of events. One subset is used for the 
ANN training, while the other is used to validate the performance 
of the ANN and to determine the number of training epochs, so as 
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to reach the best possible level of discrimination while preventing 
overtraining.

The trained ANN is applied to data events, and the resulting 
distribution of ξDPS is shown in Fig. 3, together with the corre-
sponding DPS, SPS and background MC distributions. The DPS MC 
events form a peak around ξDPS = 1 and the SPS and background 
events form a peak at ξDPS = 0, as expected. A similar peak at 
ξDPS = 0 is observed in data events, with no indication of a sub-
stantial contribution of double-parton scattering at ξDPS = 1.

In order to quantify the level of the potential DPS contribution 
in the data, the variable fDPS is introduced, defined as the ratio of 

the number of DPS events, NDPS,4ℓ , to the sum of the DPS and SPS 
(NSPS,4ℓ):

fDPS = NDPS,4ℓ

NSPS,4ℓ + NDPS,4ℓ
.

The MC template fit of the sum of the DPS, SPS and background 
contributions to the data yields fDPS = −0.009 ± 0.017 with a χ2

per degree of freedom χ2/dof = 8.6/9. Since the result is consis-
tent with zero, an upper limit on fDPS is extracted, as described in 
Section 7.1.

For the ANN performance to be robust and independent of the 
DPS model, it is best to have a DPS training sample with no inher-
ent correlations between the initial partons or the final states. The 
DPS model in Pythia [63–65] used in the analysis contains some 
correlations between the initial-state partons, implied by conser-
vation of flavour and by the proton momentum sum-rule, as well 
as correlations due to inherent primordial transverse momentum 
of the partons and interleaved initial-state radiation. These effects 
are expected to be weak in the phase space of the present analy-
sis (low-momentum partons and large transverse momenta of the 
final-state leptons). No correlations are expected in the production 
of the Drell–Yan final states.

To test this assumption of a very weak correlation between 
two subscatterings in the Pythia DPS model, the MC training 
sample was compared with a sample of two randomly overlaid 
dilepton events, where any correlation is eliminated by construc-
tion. Such a sample was made by overlaying dilepton events se-
lected in the data, with the selection driven by the four-lepton 
phase space. Each dilepton event was required to have two se-
lected leptons forming an SFOC pair with transverse momenta 
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sponding DPS, SPS and background MC distributions. The DPS MC 
events form a peak around ξDPS = 1 and the SPS and background 
events form a peak at ξDPS = 0, as expected. A similar peak at 
ξDPS = 0 is observed in data events, with no indication of a sub-
stantial contribution of double-parton scattering at ξDPS = 1.

In order to quantify the level of the potential DPS contribution 
in the data, the variable fDPS is introduced, defined as the ratio of 

the number of DPS events, NDPS,4ℓ , to the sum of the DPS and SPS 
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The MC template fit of the sum of the DPS, SPS and background 
contributions to the data yields fDPS = −0.009 ± 0.017 with a χ2

per degree of freedom χ2/dof = 8.6/9. Since the result is consis-
tent with zero, an upper limit on fDPS is extracted, as described in 
Section 7.1.

For the ANN performance to be robust and independent of the 
DPS model, it is best to have a DPS training sample with no inher-
ent correlations between the initial partons or the final states. The 
DPS model in Pythia [63–65] used in the analysis contains some 
correlations between the initial-state partons, implied by conser-
vation of flavour and by the proton momentum sum-rule, as well 
as correlations due to inherent primordial transverse momentum 
of the partons and interleaved initial-state radiation. These effects 
are expected to be weak in the phase space of the present analy-
sis (low-momentum partons and large transverse momenta of the 
final-state leptons). No correlations are expected in the production 
of the Drell–Yan final states.

To test this assumption of a very weak correlation between 
two subscatterings in the Pythia DPS model, the MC training 
sample was compared with a sample of two randomly overlaid 
dilepton events, where any correlation is eliminated by construc-
tion. Such a sample was made by overlaying dilepton events se-
lected in the data, with the selection driven by the four-lepton 
phase space. Each dilepton event was required to have two se-
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events form a peak around ξDPS = 1 and the SPS and background 
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DPS model, it is best to have a DPS training sample with no inher-
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to reach the best possible level of discrimination while preventing 
overtraining.

The trained ANN is applied to data events, and the resulting 
distribution of ξDPS is shown in Fig. 3, together with the corre-
sponding DPS, SPS and background MC distributions. The DPS MC 
events form a peak around ξDPS = 1 and the SPS and background 
events form a peak at ξDPS = 0, as expected. A similar peak at 
ξDPS = 0 is observed in data events, with no indication of a sub-
stantial contribution of double-parton scattering at ξDPS = 1.

In order to quantify the level of the potential DPS contribution 
in the data, the variable fDPS is introduced, defined as the ratio of 

the number of DPS events, NDPS,4ℓ , to the sum of the DPS and SPS 
(NSPS,4ℓ):

fDPS = NDPS,4ℓ

NSPS,4ℓ + NDPS,4ℓ
.

The MC template fit of the sum of the DPS, SPS and background 
contributions to the data yields fDPS = −0.009 ± 0.017 with a χ2

per degree of freedom χ2/dof = 8.6/9. Since the result is consis-
tent with zero, an upper limit on fDPS is extracted, as described in 
Section 7.1.

For the ANN performance to be robust and independent of the 
DPS model, it is best to have a DPS training sample with no inher-
ent correlations between the initial partons or the final states. The 
DPS model in Pythia [63–65] used in the analysis contains some 
correlations between the initial-state partons, implied by conser-
vation of flavour and by the proton momentum sum-rule, as well 
as correlations due to inherent primordial transverse momentum 
of the partons and interleaved initial-state radiation. These effects 
are expected to be weak in the phase space of the present analy-
sis (low-momentum partons and large transverse momenta of the 
final-state leptons). No correlations are expected in the production 
of the Drell–Yan final states.

To test this assumption of a very weak correlation between 
two subscatterings in the Pythia DPS model, the MC training 
sample was compared with a sample of two randomly overlaid 
dilepton events, where any correlation is eliminated by construc-
tion. Such a sample was made by overlaying dilepton events se-
lected in the data, with the selection driven by the four-lepton 
phase space. Each dilepton event was required to have two se-
lected leptons forming an SFOC pair with transverse momenta 
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Fig. 4. Summary of measurements and limits on the effective cross section, deter-
mined in different experiments [7–25], sorted chronologically. The measurements 
that were made by different experiments are denoted by different symbols and 
colours. The inner error bars represent statistical uncertainties and the outer error 
bars correspond to the total uncertainty. Dashed arrows indicate lower limits. Lines 
with arrows on both ends represent ranges of the effective cross-section values, de-
termined within a single publication. In the case of the double J/ψ measurement 
by LHCb, the dashed line denotes the upper and lower uncertainties. The AFS mea-
surement [7], indicated with a dot, was published without uncertainties.

by the lepton-pT thresholds and by the dilepton invariant-mass 
ranges for the leading and sub-leading lepton pairs. The product 
k
2 σAσB is determined by representing Eq. (1) as the sum over these 
phase-space regions. In order to determine the Drell–Yan cross sec-
tion in each of the regions, the Powheg-Box MC simulation was 
used, based on NLO QCD calculations with the CT10 NLO set of 
PDFs. In the most populated region of pT > 20 GeV for each lepton 
and of 50 < m2ℓ < 120 GeV, the calculated cross section is 0.55 nb
for 2µ and 0.49 nb for 2e final states. A conservative uncertainty 
of ±15% is assigned to Drell–Yan cross sections. After summing the 
contributions from different dilepton phase-space regions, the re-
sult is
k
2
σAσB = (13.9 ± 0.1 (stat) ± 3.6 (syst)) · 1011 fb2.

Here the systematic uncertainty is determined by propagating 
the assumed Drell–Yan cross-section uncertainty, assuming 100% 
correlation between various phase-space regions.

From the definition of fDPS, Eq. (1) may be written as:

1
σeff

= fDPSσ 4ℓ

k
2σ A

SPSσ
B

SPS

,

and hence an approach similar to that used for the extraction of 
the upper limit on fDPS can be applied to set the lower limit on 
σeff. The lower limit on σeff at 95% CL is 1.0 mb, consistent with 
previously measured values of the effective cross section, as shown 
in Fig. 4.

8. Summary

The production of four-lepton (electrons or muons) final states 
in pp interactions at 8 TeV is analysed for the presence of double-
parton scattering, using 20.2 fb−1 of data recorded by the ATLAS 

experiment at the LHC. Leptons with transverse momentum above 
20, 15, 10 (8 if muon), and 7 (6 if muon) GeV, sorted in de-
scending order of pT, are selected in the pseudorapidity range 
|η| < 2.5 in the case of electrons and |η| < 2.7 in the case of 
muons. The four leptons form two same-flavour opposite-charge 
lepton pairs. The dilepton invariant masses are required to be 
in the range 50 < mleading < 120 GeV for the leading pair and 
12 < msub-leading < 120 GeV for the sub-leading pair, where the 
leading pair is defined as the pair with invariant mass closer to 
the Z boson mass. The transverse momentum pℓ+ℓ−

T of the dilep-
tons is required to be above 2 GeV. The events in the four-lepton 
invariant-mass range of 80 < m4ℓ < 1000 GeV are considered. An 
artificial neural network is used to discriminate between single-
and double-parton scattering events. No signal of double-parton 
scattering is observed and an upper limit on the fraction of the 
DPS contribution to the inclusive four-lepton final state of 0.042 is 
obtained at 95% CL. This upper limit translates, for two indepen-
dent subscatterings, into a lower limit of 1.0 mb on the effective 
cross section, consistent with previously measured values in differ-
ent processes and at different centre-of-mass energies.
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pℓ1,ℓ2
T > 20, 15 GeV to account for the trigger conditions under 

which the dilepton data were collected. The same single-lepton, 
double-electron and double-muon triggers were used as in the se-
lection of the four-lepton sample. An event was rejected if there 
was a third lepton with pT > 7 GeV (6 GeV for muons). The pairs 
of events were chosen randomly and overlaid by adding the lepton 
four-vectors of one event to the other. The distance between the 
primary vertices along the z-axis for the two events was required 
to be smaller than 1 cm. After the overlay, the same four-lepton 
selection was applied as described in Section 4, but the trigger 
configuration of the available dilepton datasets required an in-
crease in the lepton pT thresholds. They were chosen to be 20, 
20, 15, and 15 GeV for leptons ordered in descending order of pT. 
To have a valid comparison within the same phase space between 
the overlaid dileptons and the Pythia 8 sample, the same selection 
on lepton pT was also applied to the latter. The distributions of 
discriminating variables were compared, as were the distributions 
of ξDPS, obtained with the ANN trained on Pythia 8. Very good 
agreement between Pythia 8 and the overlaid data was observed, 
confirming the initial assumption of a very weak correlation be-
tween the two scatterings in the Pythia DPS model with no effect 
on the analysis.

The value of fDPS is extracted using detector-level distributions. 
To test how well this result agrees with the parton-level value, 
f parton
DPS , several pseudo-datasets were constructed by mixing DPS, 

SPS and background samples with a number of predefined parton-
level values of f parton

DPS = 0.01, 0.03, 0.05, 0.1, and 0.3. The number 
of background events in all mixtures was the same as expected 
in the selected four-lepton data sample. The corresponding value 
of fDPS at the detector level was then determined by fitting the 
detector-level distributions and compared with the input f parton

DPS
value. It was found that the fitted value of fDPS is systematically 
lower than f parton

DPS due to slightly different detector acceptances for 
DPS and SPS events. However, the two quantities agree within 2%.

6. Systematic uncertainties

The following sources of systematic uncertainty are considered:

• The experimental systematic uncertainty, which includes the 
uncertainties of the electron and muon energy scales, the un-
certainty of the energy and momentum resolution, and of the 
trigger, reconstruction and identification efficiencies [66,67].

• The uncertainty due to the model choice for the SPS process, 
which is evaluated by considering the effect of the variation of 
the fractions of qq̄- and gg-initiated subprocesses, which are 
modelled with different MC generators, as described in Sec-
tion 3. For the determination of the range of variation, these 
fractions are fitted to the m4ℓ distribution in the data, keeping 
the fraction of background events unchanged. The fraction val-
ues of qq̄- and gg-initiated subprocesses were varied between 
the nominal values and the values obtained from the fit to the 
m4ℓ distribution.

• The uncertainty in the background modelling, which is es-
timated by varying the contributions of various background 
subprocesses according to the uncertainty of their normalisa-
tions obtained in Ref. [33].

No uncertainty is assigned to the DPS model, since the kine-
matic distributions agree well between the Pythia 8 DPS model 
and the assumption of two independent interactions as repre-
sented by the overlaid dilepton data.

The combined effect of all systematic uncertainties, of which 
the variation of the Z + bb̄ jets background is the dominant un-
certainty, is about 20% of the statistical uncertainty on the fitted 

value of fDPS. The effect of systematic uncertainties is therefore 
neglected when setting the upper limit on fDPS.

The validity of neglecting the systematic uncertainties was also 
checked with pseudo-experiments: the contents of data bins were 
varied according to a Poisson distribution and those of MC profile 
histograms were varied according to the systematic uncertainty, 
sampling the variations according to Gaussian distribution in the 
corresponding nuisance parameter, taking into account the corre-
lation between the bins where appropriate. For each set of varied 
data and MC histograms, the fit of fDPS was performed. The re-
sulting distribution of fDPS was compared with that obtained with 
systematic uncertainties neglected. The comparison showed no sig-
nificant difference between the two distributions.

7. Results

7.1. Upper limit on fDPS

The upper limit on fDPS is determined using the distributions 
of the ξDPS variable in data, SPS, DPS, and background MC samples. 
The statistical method to interpret the data uses the test statistic 
for upper limits, qµ , based on the profile likelihood ratio as de-
scribed in Ref. [68],

qµ =
{

−2 ln λ(µ) µ̂ ≤ µ,

0 µ̂ > µ.

Here µ is the signal strength and λ(µ) is the profile likelihood 
ratio,

λ(µ) = L(µ,
ˆ̂
θ)

L(µ̂, θ̂)
,

where θ is the number of non-DPS events and constitutes a nui-
sance parameter. The values µ̂ and θ̂ are maximum-likelihood es-

timators. The value of ˆ̂
θ maximises L for a given value of µ. The 

parameter of interest, µ, is defined to be equal to the fDPS vari-
able, µ = fDPS. Thus µ = 0 corresponds to no DPS contribution, 
while µ = 1 means that the four-lepton sample consists exclu-
sively of DPS events. The procedure is that the data distribution 
is fitted with the sum of background, SPS and DPS histograms us-
ing the maximum-likelihood method. The upper limit is extracted 
using the CLs method [69] from distributions of the test statistic 
for various hypothesised values of µ. The test-statistic distribution 
is obtained from an ensemble of pseudo-experiments. The shape of 
the test-statistic distribution agrees with the asymptotic formulae 
of Ref. [68]. The value of the CLs upper limit on fDPS found with 
this method at 95% confidence level (CL) is 0.042.

7.2. Lower limit on the effective cross section

The upper limit on fDPS can be transformed into a lower limit 
on σeff by using Eq. (1). In order to perform this calculation, several 
inputs to the formula have to be determined.

The fiducial cross section for inclusive four-lepton produc-
tion [33] is

σ4ℓ = 32.0 ± 1.6 (stat.) ± 0.7 (syst.) ± 0.9 (lumi.) fb.

The value of the symmetry factor k/2 in Eq. (1) is well defined for 
the case of 2e + 2µ or 2µ + 2e final states, k/2 = 1. For the 4e or 
4µ final states, k/2 is well defined only in the case of completely 
overlapping (k/2 = 1/2) or fully exclusive (k/2 = 1) dilepton phase 
spaces. Therefore, the dilepton phase space is divided into 40 mu-
tually exclusive regions. The boundaries of these regions are driven 
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Fig. 4. Summary of measurements and limits on the effective cross section, deter-
mined in different experiments [7–25], sorted chronologically. The measurements 
that were made by different experiments are denoted by different symbols and 
colours. The inner error bars represent statistical uncertainties and the outer error 
bars correspond to the total uncertainty. Dashed arrows indicate lower limits. Lines 
with arrows on both ends represent ranges of the effective cross-section values, de-
termined within a single publication. In the case of the double J/ψ measurement 
by LHCb, the dashed line denotes the upper and lower uncertainties. The AFS mea-
surement [7], indicated with a dot, was published without uncertainties.

by the lepton-pT thresholds and by the dilepton invariant-mass 
ranges for the leading and sub-leading lepton pairs. The product 
k
2 σAσB is determined by representing Eq. (1) as the sum over these 
phase-space regions. In order to determine the Drell–Yan cross sec-
tion in each of the regions, the Powheg-Box MC simulation was 
used, based on NLO QCD calculations with the CT10 NLO set of 
PDFs. In the most populated region of pT > 20 GeV for each lepton 
and of 50 < m2ℓ < 120 GeV, the calculated cross section is 0.55 nb
for 2µ and 0.49 nb for 2e final states. A conservative uncertainty 
of ±15% is assigned to Drell–Yan cross sections. After summing the 
contributions from different dilepton phase-space regions, the re-
sult is
k
2
σAσB = (13.9 ± 0.1 (stat) ± 3.6 (syst)) · 1011 fb2.

Here the systematic uncertainty is determined by propagating 
the assumed Drell–Yan cross-section uncertainty, assuming 100% 
correlation between various phase-space regions.

From the definition of fDPS, Eq. (1) may be written as:

1
σeff

= fDPSσ 4ℓ

k
2σ A

SPSσ
B

SPS

,

and hence an approach similar to that used for the extraction of 
the upper limit on fDPS can be applied to set the lower limit on 
σeff. The lower limit on σeff at 95% CL is 1.0 mb, consistent with 
previously measured values of the effective cross section, as shown 
in Fig. 4.

8. Summary

The production of four-lepton (electrons or muons) final states 
in pp interactions at 8 TeV is analysed for the presence of double-
parton scattering, using 20.2 fb−1 of data recorded by the ATLAS 

experiment at the LHC. Leptons with transverse momentum above 
20, 15, 10 (8 if muon), and 7 (6 if muon) GeV, sorted in de-
scending order of pT, are selected in the pseudorapidity range 
|η| < 2.5 in the case of electrons and |η| < 2.7 in the case of 
muons. The four leptons form two same-flavour opposite-charge 
lepton pairs. The dilepton invariant masses are required to be 
in the range 50 < mleading < 120 GeV for the leading pair and 
12 < msub-leading < 120 GeV for the sub-leading pair, where the 
leading pair is defined as the pair with invariant mass closer to 
the Z boson mass. The transverse momentum pℓ+ℓ−

T of the dilep-
tons is required to be above 2 GeV. The events in the four-lepton 
invariant-mass range of 80 < m4ℓ < 1000 GeV are considered. An 
artificial neural network is used to discriminate between single-
and double-parton scattering events. No signal of double-parton 
scattering is observed and an upper limit on the fraction of the 
DPS contribution to the inclusive four-lepton final state of 0.042 is 
obtained at 95% CL. This upper limit translates, for two indepen-
dent subscatterings, into a lower limit of 1.0 mb on the effective 
cross section, consistent with previously measured values in differ-
ent processes and at different centre-of-mass energies.
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  with	
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  same-­‐charge	
  lepton	
  pairs	
  from	
  leptonic	
  decays	
  of	
  bosons	
  

produced	
  at	
  the	
  hard	
  scahering	
  	
  
•  Mainly	
  WZ	
  process.Other	
  such	
  processes	
  include	
  Wγ∗,	
  Wγ,	
  Zγ,	
  and	
  ZZ	
  produc9on,	
  as	
  

well	
  as	
  to	
  a	
  lesser	
  extent	
  SHS	
  W±W±	
  and	
  WWW	
  processes	
  .	
  

•  Non-­‐prompt	
  lepton	
  backgrounds	
  in	
  which	
  one	
  or	
  two	
  of	
  the	
  selected	
  leptons	
  do	
  not	
  
originate	
  from	
  the	
  decay	
  of	
  a	
  massive	
  boson	
  from	
  the	
  hard	
  scahering	
  (W+jets,	
  QCD	
  MJ,	
  
hbar	
  to	
  a	
  a	
  smaller	
  extend).	
  

	
  	
  
•  charge	
  misiden9fica9on,	
  arises	
  from	
  the	
  misassignment	
  of	
  the	
  electric	
  charge	
  to	
  an	
  

electron	
  (main	
  such	
  background	
  from	
  Z-­‐>	
  tautau,	
  when	
  both	
  τ	
  leptons	
  de-­‐	
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  an	
  electron-­‐muon	
  pair.)	
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  WZ	
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  to	
  that	
  of	
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  signal,	
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  no	
  
hadronic	
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  in	
  form	
  of	
  high	
  pt	
  jet,	
  but	
  Lorentz	
  boost	
  sharing	
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  z-­‐axis	
  for	
  WZ)	
  and	
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  prompt	
  leptons	
  (kinema9cs	
  differences	
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  but	
  also	
  much	
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11	
  variables	
  used	
  to	
  train	
  2	
  BTDs	
  against	
  these	
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  (MC	
  for	
  the	
  WZ	
  and	
  data-­‐driven	
  
control	
  sample	
  for	
  non-­‐prompt	
  leptons)	
  à	
  2D	
  classifier	
  with	
  15	
  bins	
  to	
  op9mize	
  the	
  
constraining	
  power	
  of	
  the	
  maximum	
  likelihood	
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8. Results 9

Any residual model dependence of the signal process is estimated by allowing the shape of the
DPS WW process to vary between the PYTHIA8 and HERWIG++ simulations. The correspond-
ing variations in the final BDT classifier are small.

Finally, the statistical uncertainty arising from the limited number of events in the simulated
samples is included independently for each bin of the final discriminant distribution for each
final state and the two data-taking periods, fully uncorrelated.

8 Results

Results are obtained after combining all the background and signal processes in the two sepa-
rate flavor configurations, µµ and eµ, and two separate charge configurations, `+`+ and `�`�,
resulting in four independent distributions of the final BDT classifier. Given the fact that the
signal process is enhanced in the `+`+ configuration and the background processes show more
symmetry between the two charges, the classification into the two charge configurations in-
creases the sensitivity of the analysis. The final maximum likelihood fit is therefore performed
simultaneously in the four distinct flavor and charge categories [52, 53]. Systematic uncertain-
ties are represented in the likelihood by individual “nuisance parameters”, and are profiled in
the fit as described in Ref. [54]. The number of events in each bin of the final classifier distri-
bution used to extract the signal is modeled as a Poisson random variable, with a mean value
that is equal to the sum of signal and background contributions.

In total, 4921 events are observed in the four lepton charge and flavor combinations. Table 2
summarizes the yields of the various background and signal components. Both the number of
events as well as their associated uncertainties are scaled to the results of the fit (postfit).

Table 2: Postfit background and signal yields and uncertainties and observed event counts in
the four charge and flavor combinations. The SHS WW and WWW contributions are grouped
as the “Rare” background.

µ+µ+ µ�µ� e+µ+ e�µ�

Nonprompt 141.8 ± 11.9 117.7 ± 10.9 461.7 ± 21.5 411.2 ± 20.3
WZ 537.0 ± 23.2 328.5 ± 18.1 833.5 ± 28.9 543.1 ± 23.3
ZZ 43.6 ± 6.6 37.7 ± 6.1 71.0 ± 8.4 65.7 ± 8.1
Wg⇤ 133.1 ± 11.5 118.0 ± 10.9 255.5 ± 16.0 226.9 ± 15.1
Rare 34.7 ± 5.9 13.5 ± 3.7 48.4 ± 7.0 23.2 ± 4.8
W/Zg — — 17.0 ± 4.1 17.1 ± 4.1
Charge misid. — — 131.4 ± 11.5 104.2 ± 10.2

Total background 890.2 ± 29.8 615.3 ± 24.8 1818.5± 42.6 1391.4± 37.3

DPS WW 56.8 ± 7.5 28.9 ± 5.4 76.5 ± 8.8 40.1 ± 6.3

Data 926 675 1840 1480

Figure 2 shows the distribution of the final BDT classifier in the two charge configurations in
the eµ channel in the top row, and the two charge configurations in the µµ channel in the
bottom row for 77 fb�1 under the same scenario as in Table 2, i.e. postfit background and signal
yields together with postfit total uncertainties.

•  Largest	
  uncertainty	
  from	
  the	
  method	
  
used	
  to	
  evaluate	
  non-­‐prompt	
  leptons,	
  
up	
  to	
  40%	
  normaliza9on	
  uncertainty	
  
and	
  10%	
  shape	
  uncertainty	
  

•  30%	
  norm.	
  unc.	
  on	
  charge	
  mis-­‐id	
  
•  Normaliza9on	
  uncertain9es	
  for	
  the	
  

main	
  backgrounds	
  es9mated	
  from	
  
simula9on	
  are	
  derived	
  in	
  dedicated	
  3-­‐
lepton	
  (4-­‐lepton)	
  control	
  regions	
  for	
  
the	
  WZ	
  (ZZ)	
  processes.	
  The	
  
background	
  components	
  are	
  fit	
  to	
  the	
  
data	
  in	
  these	
  regions.	
  Norm	
  unc.	
  of	
  16	
  
(6)%	
  is	
  applied.	
  

•  A	
  50%	
  normaliza9on	
  uncertainty	
  is	
  
applied	
  to	
  all	
  other	
  simula9on-­‐derived	
  
backgrounds	
  	
  

•  Pile	
  up	
  modelling	
  1%	
  unc.	
  
•  Lumi	
  2.5	
  (2.3)%	
  for	
  the	
  2016	
  (2017)	
  	
  
•  Trigger	
  and	
  jet	
  energy	
  scale	
  at	
  %	
  level	
  
•  Model	
  dependence	
  in	
  signal	
  (Py8	
  vs	
  H

++)	
  à	
  small	
  varia9ons	
  in	
  BDT	
  

Given	
  the	
  fact	
  that	
  the	
  signal	
  process	
  is	
  
enhanced	
  in	
  the	
  l+l+	
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  and	
  the	
  
background	
  processes	
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between	
  the	
  two	
  charges,	
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Figure 2: Distribution of the final BDT classifier output for eµ (top) and µµ (bottom) final states,
in the positive (left) and negative (right) charge configurations. Observed data are shown in
black markers while the backgrounds and signal are shown in colored histograms with their
postfit yields. The SHS WW and WWW contributions are grouped as the “Rare” background.
The bottom panels show the ratio of data to the sum of all background contributions in the
black markers along with the signal shown using a red line. The shaded band on the ratio plot
represents the postfit background uncertainty, which includes both the statistical and system-
atic components.

8.1 Extraction of cross section and significances

While the fit is performed in a fiducial region with kinematic requirements applied, the follow-
ing cross sections are quoted as inclusive production cross section for DPS WW. The uncer-
tainty in the extrapolation from the measurement phase space to the inclusive phase space is
assumed to be negligible.

It is important to note that the prediction of any DPS WW cross section suffers from large
uncertainties. For the factorization approach from Eqn. (1), the largest uncertainty comes from
the imprecise knowledge of seff, which differs substantially between different measurements
in different final states [15]. Any predicted cross section from a MC simulation, such as the one
obtained from PYTHIA8, also suffers from large uncertainties because of the tuning of generator
parameters sensitive to the modeling of the underlying event. While the kinematic observables

The	
  uncertainty	
  in	
  the	
  extrapola9on	
  from	
  the	
  
measurement	
  phase	
  space	
  to	
  the	
  inclusive	
  phase	
  
space	
  is	
  assumed	
  to	
  be	
  negligible.	
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1 Introduction

In high-energy hadron collisions, such as those produced at the Large Hadron Collider (LHC) [1] at
CERN, quarks and gluons are produced abundantly. However, due to the confining nature of quantum
chromodynamics (QCD), the direct measurement of the interactions that occur between these particles
is impossible and only colour-neutral hadrons can be measured. To a good approximation, the radiation
pattern in QCD can be described through a colour–connection picture, which consists of colour strings
connecting quarks and gluons of one colour to quarks and gluons of the corresponding anti–colour.
Figure 1 illustrates the colour connections for the relevant elementary QCD vertices.

,
Figure 1: QCD colour propagation rules for elementary quark–gluon vertices. Black lines denote Feynman-diagram
style vertices, coloured lines show QCD colour connection lines.

In the decay chain of a hard-scatter event, the colour charge “flows” from the initial state towards stable
particles whilst following the rules illustrated in Figure 1. As colour charge is conserved, connections
exist between initial particles and the stable colour-neutral hadrons.

In practice, high-energy quarks and gluons are measured as jets, which are bunches of collimated hadrons
that form in the evolution of the coloured initial particles. The colour connections between high-energy
particles a�ect the structure of the emitted radiation and therefore also the structure of the resulting jets.
For example, soft gluon radiation is suppressed in some regions of phase space compared to others.
Specifically, due to colour coherence e�ects, QCD predicts an increase of radiation where a colour
connection is present compared to a region of phase space where no such connection exists, see Ref. [2].
Smaller e�ects on the event topology and measured quantities are expected from colour reconnection in
the hadronisation process.

Providing evidence for the existence of the connections between particles — the colour flow — is
important for the validation of phenomenological descriptions. Using the energy-weighted distributions
of particles within and between jets has been a long-standing tool for investigating colour flow, with early
measurements at PETRA [3] and LEP [4, 5]. Later, a precursor of the jet pull was studied using the
abundant jet production at the Tevatron [6]. Recently, the colour flow was measured by ATLAS in tt̄
events at the LHC at a centre-of-mass energy of

p
s = 8 TeV [7] using the jet-pull angle.

Figure 2 illustrates the production of a tt̄ pair and its subsequent decay into a single-lepton final state as
produced at the LHC with colour connections superimposed. In the hard-scatter event, four colour-charged
final states can be identified: the two b-quarks produced directly by the decay of the top-quarks and the two
quarks produced by the hadronically decaying W boson. As the W boson does not carry colour charge, its
daughters must share a colour connection. The two b-quarks from the top-quark decays carry the colour
charge of their respective top-quark parent, and are thus not expected to share a colour connection.

Despite the long-standing history of measurements of the potential e�ects of colour connections, they
remain a poorly constrained e�ect of QCD and require further experimental input. Furthermore, it
may be possible to use the extracted colour information to distinguish between event topologies with a
di�erent colour structure. In the case of jets, such colour information would complement the kinematic
properties, and might enable the identification of otherwise irreducible backgrounds, or facilitate the

2
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Figure 5: Normalised fiducial di�erential cross-sections as a function of the (a) forward and (b) backward pull angle
for the hadronically decaying W boson daughters, (c) the magnitude of the leading W daughter’s jet-pull vector, and
(d) the forward di-b-jet-pull angle. The data are compared to various SM predictions. The statistical uncertainties
in the predictions are smaller than the marker size.

Figure 6 compares the normalised unfolded data to the SM prediction as well as a prediction obtained
from the exotic model with flipped colour flow described in Section 3. Both predictions are obtained from
MC samples generated with P����� + P����� 8. The data agree better with the SM prediction than the
colour-flipped sample.

The uncertainty bands on the unfolding results shown in Figure 6 include an additional “colour model
uncertainty”. This uncertainty is obtained using the same procedure that is used for the signal modelling
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Figure 6: Normalised fiducial di�erential cross-sections as a function of the (a) forward and (b) backward pull angle
for the hadronically decaying W boson daughters, (c) the magnitude of the leading W daughter’s jet-pull vector, and
(d) the forward di-b-jet-pull angle. The data are compared to a Standard Model prediction produced with P�����
+ P����� 8 as well as the model with exotic colour flow also created with P����� + P����� 8. The uncertainty
bands presented in these plots combine the baseline set of systematic uncertainties with e�ects due to considering
the exotic colour-flipped model as a source of signal modelling uncertainty. The statistical uncertainties in the
predictions are smaller than the marker size.

uncertainties, using the sample with exotic colour flow as the alternative tt̄ MC sample. It has a similar
size to the dominant signal-modelling uncertainties.

A goodness-of-fit procedure is employed in order to quantify the level of agreement between the measured
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Figure 5: Normalised fiducial di�erential cross-sections as a function of the (a) forward and (b) backward pull angle
for the hadronically decaying W boson daughters, (c) the magnitude of the leading W daughter’s jet-pull vector, and
(d) the forward di-b-jet-pull angle. The data are compared to various SM predictions. The statistical uncertainties
in the predictions are smaller than the marker size.

Figure 6 compares the normalised unfolded data to the SM prediction as well as a prediction obtained
from the exotic model with flipped colour flow described in Section 3. Both predictions are obtained from
MC samples generated with P����� + P����� 8. The data agree better with the SM prediction than the
colour-flipped sample.

The uncertainty bands on the unfolding results shown in Figure 6 include an additional “colour model
uncertainty”. This uncertainty is obtained using the same procedure that is used for the signal modelling
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Figure 6: Normalised fiducial di�erential cross-sections as a function of the (a) forward and (b) backward pull angle
for the hadronically decaying W boson daughters, (c) the magnitude of the leading W daughter’s jet-pull vector, and
(d) the forward di-b-jet-pull angle. The data are compared to a Standard Model prediction produced with P�����
+ P����� 8 as well as the model with exotic colour flow also created with P����� + P����� 8. The uncertainty
bands presented in these plots combine the baseline set of systematic uncertainties with e�ects due to considering
the exotic colour-flipped model as a source of signal modelling uncertainty. The statistical uncertainties in the
predictions are smaller than the marker size.

uncertainties, using the sample with exotic colour flow as the alternative tt̄ MC sample. It has a similar
size to the dominant signal-modelling uncertainties.

A goodness-of-fit procedure is employed in order to quantify the level of agreement between the measured
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Table 3: List of systematic uncertainties for the fits to the combined data set using the proce-
dures described in Section 5. With the exception of the flavor-dependent JEC terms, the total
systematic uncertainty is obtained from the sum in quadrature of the individual systematic
uncertainties. The values in parentheses with indented labels are already included in the pre-
ceding uncertainty source. A positive sign indicates an increase in the value of mt or the JSF in
response to a +1s shift and a negative sign indicates a decrease. The statistical uncertainty in
the shift in mt is given when different samples are compared. The statistical uncertainty in the
JSF shifts is 0.1% for these sources.

2D approach 1D approach Hybrid
dm2D

t dJSF2D dm1D
t dmhyb

t dJSFhyb

[GeV] [%] [GeV] [GeV] [%]
Experimental uncertainties
Method calibration 0.05 <0.1 0.05 0.05 <0.1
JEC (quad. sum) 0.13 0.2 0.83 0.18 0.3
– InterCalibration (�0.02) (<0.1) (+0.16) (+0.04) (<0.1)
– MPFInSitu (�0.01) (<0.1) (+0.23) (+0.07) (<0.1)
– Uncorrelated (�0.13) (+0.2) (+0.78) (+0.16) (+0.3)
Jet energy resolution �0.08 +0.1 +0.04 �0.04 +0.1
b tagging +0.03 <0.1 +0.01 +0.03 <0.1
Pileup �0.08 +0.1 +0.02 �0.05 +0.1
Non-tt background +0.04 �0.1 �0.02 +0.02 �0.1

Modeling uncertainties
JEC Flavor (linear sum) 0.42 0.1 0.31 0.39 <0.1
– light quarks (uds) (+0.10) (�0.1) (�0.01) (+0.06) (�0.1)
– charm (+0.02) (<0.1) (�0.01) (+0.01) (<0.1)
– bottom (�0.32) (<0.1) (�0.31) (�0.32) (<0.1)
– gluon (�0.22) (+0.3) (+0.02) (�0.15) (+0.2)
b jet modeling (quad. sum) 0.13 0.1 0.09 0.12 <0.1
– b frag. Bowler–Lund (�0.07) (+0.1) (�0.01) (�0.05) (<0.1)
– b frag. Peterson (+0.04) (<0.1) (+0.05) (+0.04) (<0.1)
– semileptonic B decays (+0.11) (<0.1) (+0.08) (+0.10) (<0.1)
PDF 0.02 <0.1 0.02 0.02 <0.1
Ren. and fact. scales 0.02 0.1 0.02 0.01 <0.1
ME/PS matching �0.08 +0.1 +0.03 �0.05 +0.1
ME generator +0.19 ± 0.14 +0.1 +0.29 ± 0.08 +0.22 ± 0.11 +0.1
ISR PS scale +0.07 ± 0.09 +0.1 +0.10 ± 0.05 +0.06 ± 0.07 <0.1
FSR PS scale +0.24 ± 0.06 �0.4 �0.22 ± 0.04 +0.13 ± 0.05 �0.3
Top quark pT +0.02 �0.1 �0.06 �0.01 �0.1
Underlying event �0.10 ± 0.08 +0.1 +0.01 ± 0.05 �0.07 ± 0.07 +0.1
Early resonance decays �0.22 ± 0.09 +0.8 +0.42 ± 0.05 �0.03 ± 0.07 +0.5
Color reconnection +0.34 ± 0.09 �0.1 +0.23 ± 0.06 +0.31 ± 0.08 �0.1

Total systematic 0.72 1.0 1.09 0.62 0.8
Statistical (expected) 0.09 0.1 0.06 0.08 0.1

Total (expected) 0.72 1.0 1.09 0.62 0.8

sated through the simultaneous determination of mt and JSF, i.e., the mfit
t observable is affected

differently from mreco
W . For the hybrid analysis, a hybrid weight of whyb = 0.3 is found optimal

based on the total uncertainty in the 2D result of the JSF and the jet energy scale uncertainty in

CR	
  modelling	
  contributes	
  one	
  of	
  the	
  largest	
  sources	
  of	
  uncertainty!	
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the JECs. Due to the larger jet energy uncertainties at the beginning of the 13 TeV data taking,
whyb is lower than in the Run 1 analysis [6] where the prior JSF knowledge contributes 50% of
the information. With an expected statistical uncertainty dJSF2D

stat = 0.08% on the JSF for the 2D
analysis, the width of the prior is sprior = 0.12%. The hybrid analysis leads to further reduced
uncertainties in the FSR PS scale and in ERDs compared to the 2D analysis. This stems from
the opposite signs of the observed shifts in mt for the 1D and 2D analyses, i.e., the JSF from the
2D analysis overcompensates the effects on mfit

t .

6 Results

The 2D fit to the selected lepton+jets events yields:

m2D
t = 172.40 ± 0.09 (stat+JSF) ± 0.72 (syst) GeV,

JSF2D = 0.994 ± 0.001 (stat) ± 0.010 (syst).

As the top quark mass and the JSF are measured simultaneously, the statistical uncertainty in
mt originates from both quantities of interest. The measured unconstrained JSF is compatible
with the one obtained from jets recoiling against photons and Z bosons within its uncertainties.

Separate fits to the 101 992 muon+jets events and the 59 504 electron+jets events give statisti-
cally compatible results:

µ+jets: m2D
t = 172.44 ± 0.11 (stat+JSF) GeV, JSF2D = 0.995 ± 0.001 (stat),

e+jets: m2D
t = 172.32 ± 0.16 (stat+JSF) GeV, JSF2D = 0.993 ± 0.001 (stat).

The 1D and hybrid fits to the selected lepton+jets events yield:

m1D
t = 171.93 ± 0.06 (stat) ± 1.09 (syst) GeV,

mhyb
t = 172.25 ± 0.08 (stat+JSF) ± 0.62 (syst) GeV,

JSFhyb = 0.996 ± 0.001 (stat) ± 0.008 (syst).

The hybrid fit measurement of mt = 172.25 ± 0.08 (stat+JSF) ± 0.62 (syst) GeV offers the lowest
overall uncertainty and, therefore, is chosen as the main result of this study. This is the first
published result of the top quark mass measured with Run 2 data and the new NLO generator
setups. Because of the larger integrated luminosity and the higher tt cross section at

p
s =

13 TeV, the statistical uncertainty is halved compared to the Run 1 result of mt = 172.35 ±
0.16 (stat+JSF)± 0.48 (syst) GeV [6]. This measurement is consistent with the Run 1 result within
the uncertainties. The previous measurement was calibrated with tt events generated at LO
with MADGRAPH 5.1.5.11 [68] matched to PYTHIA 6.426 PS [54] with the Z2⇤ tune [69] using
the MLM prescription. No shift in the measured top quark mass from the new simulation
at NLO with POWHEG v2 and PYTHIA 8 and the new experimental setup is observed. The
systematic uncertainties are larger than for the Run 1 result due to a more advanced treatment
of the modeling uncertainties. This is mainly caused by the evaluation of a broader set of color-
reconnection models that were not available in Run 1, yielding a more extensive treatment
of the associated uncertainty. Without the uncertainty due to these models of 0.31 GeV, the
systematic uncertainties in mt would be reduced from 0.62 to 0.54 GeV and would be much
closer to the Run 1 result. Tighter constraints on the existing color-reconnection models and
the settings in the NLO simulations can occur in the near future and reduce the systematic
uncertainties due to these specific models. The new treatment of the modeling uncertainties
will require special care when combining this measurement with the Run 1 result.

POWHEG	
  v2	
  +	
  HERWIG++	
  setup	
  
without	
  ME	
  correc9ons	
  to	
  the	
  top	
  
quark	
  decay	
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to	
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  of	
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  CR	
  models	
  can	
  be	
  
excluded	
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3. Event reconstruction and selection 3

Table 1: Monte Carlo setups used for the comparisons with the differential cross section mea-
surements of the UE. The table lists the main characteristics and values used for the most rel-
evant parameters of the generators. The row labeled as “Setup designation” is used to define
the abbreviation to be used throughout this paper.

Event generator POWHEG (v2) MG5 aMC@NLO SHERPA 2.2.4
Matrix element characteristics

Mode hvq FxFx Merging OPENLOOPS
QCD scales (µR,µF) mt

T Ât,t mT/2
aS 0.118 0.118 0.118
PDF NNPDF3.0 NLO NNPDF3.0 NLO NNPDF3.0 NNLO
pQCD accuracy tt [NLO] tt +0,1,2 jets [NLO] tt [NLO]

1 jet [LO] 3 jets [LO]
Parton shower

Setup designation PW+PY8 aMC@NLO+PY8 SHERPA
PS PYTHIA 8.219 CS
Tune(s) CUETP8M2T4 default
PDF NNPDF2.3 LO NNPDF3.0 NNLO
(aISR

S , aFSR
S ) (0.1108,0.1365) (0.118,0.118)

ME Corrections on n/a
Setup designation PW+HW++ PW+HW7

PS HERWIG++ HERWIG 7
Tune(s) EE5C Default
PDF CTEQ6L1 MMHT2014lo68cl
(aISR

S , aFSR
S ) (0.1262,0.1262) (0.1262,0.1262)

ME Corrections off on

All generated events are processed through the GEANT 4-based [35] CMS detector simulation
and the standard CMS event reconstruction. Additional minimum bias interactions are super-
imposed in order to simulate the effect of in-time and out-of-time pileup in the events, with the
same multiplicity distribution as that observed in data, i.e., about 21 simultaneous interactions,
on average, per bunch crossing.

3 Event reconstruction and selection
Events are selected in which both W bosons decay to a charged lepton and a neutrino. Data
were selected with single lepton and dilepton triggers to maximize efficiency. The particle flow
(PF) algorithm [36] is used for the reconstruction of final state objects. The event selection is
similar to the one described in [37]. At least one PF charged lepton candidate with pT > 25 GeV
and another one with pT > 20 GeV, both having |h| < 2.5, are required. The two leptons must
have opposite charge and an invariant mass m(``) > 12 GeV. When extra leptons are present in
the event, the dilepton candidate is built from the highest-pT leptons in the event. Events with
eµ in the final state are used for the main analysis, while ee and µµ events are used to derive
in-situ the normalization of the DY background. The simulated events are corrected for the
differences between data and simulation of the efficiencies of the trigger, lepton identification,
and lepton isolation criteria. The corrections are derived with Z ! `` events using the tag-and-
probe method [38] and are parameterized as function of the pT and h of the leptons.
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A Appendix: Variations of the POWHEG +PYTHIA 8 setup

Table 5: Variations of the PW+PY8 setup used for the comparison with the measurements. The
values changed with respect to the CUETP8M2T4 tune are given in the columns corresponding
to each model. Further details on parameters or specificities of the models can be looked up
in [3, 4, 11, 32–34, 62]. For the rope hadronization model two variations are considered: one
with no CR and the other with the default CR model. The settings for the former are denoted
in parenthesis in the last column.

Parameter

PW+PY8 simulation setups

CUETP8M2T4

Extreme Fine grain variations
variations MPI/CR Parton shower scale CR including tt
no no UE ISR FSR ERD QCD Gluon Rope (no CR)

MPI CR up/down up/down up/down on based [32] move [4] [33, 34]
PartonLevel

MPI on off
SpaceShower

renormMultFac 1.0 4/0.25
alphaSvalue 0.1108 0.2521

TimeShower
renormMultFac 1.0 4/0.25
alphaSvalue 0.1365 0.2521

MultipartonInteractions
pT0Ref 2.2 2.20/2.128 2.174 2.3
ecmPow 0.2521 0.2521
expPow 1.6 1.711/1.562 1.312 1.35

ColorReconnection
reconnect on off (off)
range 6.59 6.5/8.7
mode 0 1 2
junctionCorrection 0.1222
timeDilationPar 15.86
m0 1.204
flipMode 0
m2Lambda 1.89
fracGluon 1
dLambdaCut 0

PartonVertex
setVertex on

Ropewalk
RopeHadronization on
doShoving on
doFlavour on

PartonLevel
earlyResDec off on on on on
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Figure 3: Distributions of the variables used to categorize the study of the UE. Left: multiplicity
of additional jets (pT > 30 GeV). Center: transverse momentum of the dilepton pair. Right:
invariant mass of the dilepton pair. The distributions from the data are compared to the sum
of the expectations for the signal and backgrounds.

5 Corrections to particle level
The observables described above are expected to be reconstructed with a slight bias because of
the experimental uncertainties due to the inefficiency of the track reconstruction, the residual
contamination from pileup, nuclear interactions and splitting of tracks [50]. The correction for
these biases is estimated from simulation and applied to the data by means of an unfolding
procedure, which is described next.

At particle (generator) level, the distributions of the observables of interest are binned accord-
ing to the expected resolutions from simulation. We require furthermore that each bin con-
tains at least 2% of the total number of events. The migration matrix (K), used to map the
reconstruction-level to the particle-level distributions, is constructed using two times the num-
ber of bins in the reconstruction level than the ones used at particle level. This procedure is
expected to ensure diagonally-dominant matrices, which have a numerically stable inverse.
The matrix is extended with an additional row that is used to count the events failing the
reconstruction-level requirements, but found in the fiducial region of the analysis, i.e., pass-
ing the particle-level requirements. The inversion of the migration matrix is made using a
Tikhonov regularization procedure [51], as implemented in the TUnfoldDensity package [52].
The unfolded distribution is found by minimizing a c2 function

c2 = (y � Kl)TV�1
yy (y � Kl) + t2||L(l � l0)||2 , (2)

where y are the observations, Vyy is an estimate of the covariance of y (calculated using the sig-
nal MC sample), l is the particle level expectation, ||L(l � l0)||2 is a penalty function (with l0
being estimated from the simulated samples), and t > 0 is the so-called regularization parame-
ter. The latter regulates how strongly should the penalty term contribute to the minimization of
c2. In our setup we choose the function L to be the curvature, i.e., the second derivative of the
resulting distribution. The chosen value of the t parameter is optimized for each distribution
by minimizing its average global correlation coefficient [52]. Small values, i.e., t < 10�3, are
found for all the distributions; the global correlation coefficients are of order 50%.

The statistical coverage of the unfolding procedure has been checked by means of toy exper-
iments based on independent MC ensembles. The pull of each bin in each distribution was
found to be consistent with that of a normal distribution. The effect of the regularization term
in the unfolding has been checked in data by folding the unfolded data and comparing the



V.	
  Cairo	
   71	
  22/05/19	
  

CMS-­‐PAS-­‐TOP-­‐17-­‐015	
  	
  

16

Table 2: Uncertainties affecting the measurement of the average of the UE observables. The
values are expressed in % and the last row reports the quadratic sum of the individual contri-
butions.

Source Variable
Nch Â pT Â pz p̄T p̄z |~pT| Sphericity Aplanarity C D

Statistical 0.1 0.2 0.4 0.2 0.2 0.3 0.1 0.2 0.1 0.2
Experimental
Background 1.2 1.6 1.8 0.4 0.7 1.6 0.2 0.7 0.3 0.6
Trk. eff. 4.4 4.2 4.9 0.8 0.4 4.0 0.5 0.7 0.3 0.7

Theory
µR/µF 0.5 0.8 1.0 0.3 0.3 1.0 0.1 0.2 0.1 0.1
Resummation scale 0.2 0.8 0.5 1.1 0.2 1.6 0.8 1.1 0.7 1.0
aFSR

S 0.5 0.7 0.7 0.8 1.7 0.7 0.2 1.5 0.2 0.9
aISR

S 0.1 0.3 1.1 1.2 0.7 0.4 0.3 0.5 0.2 0.4
UE model 0.1 0.1 0.2 1.0 0.4 0.5 0.4 1.3 0.2 0.5
mt 0.4 0.7 1.5 0.6 0.9 0.5 0.3 1.4 0.3 1.0
pT(t) 1.4 4.4 4.5 2.8 2.1 6.7 0.3 0.7 0.4 0.7

Total 4.9 6.5 7.3 3.7 3.1 8.2 1.2 3.0 1.0 2.2

UE events are anisotropic (as the sphericity is < 1), planar (as the aplanarity peaks at 0), and
peak at around 0.5 (0) in the C (D) variable, which identifies three- (four-) jet-structured events.
This feature in the sphericity and C variables is observed to disappear, i.e., both variables tend
to 0, when an extra jet with pT > 30 GeV is selected. Thus, when an extra jet is present, the event
evolves from an isotropic-like topology to a dijet-type of topology. In particular, the C variable
identifies a three-prong like behavior in the energy flux of the UE with two of the eigenvectors
of the sphericity tensor being correlated with the direction of flight of the b jets, and the third
one being determined by energy conservation.

The results obtained with PYTHIA 8 as a tool for parton shower show negligible dependence on
the matrix element generator to which it is interfaced, i.e., PW+PY8 or aMC@NLO+PY8 yield
similar results. In all distributions the contribution from MPI is clearly highlighted: switching
off this component in the simulation has a drastic effect on the predictions of all the variables
analyzed. Color reconnection effects are more subtle to identify in data. In the inclusive dis-
tributions, CR effects are needed to improve the theory accuracy for p̄T< 3 GeV or p̄z< 5 GeV.
The differences between the different CR models tested (see Sec. 2 for details) are neverthe-
less small and almost indistinguishable in the inclusive distributions. In general the PW+PY8
setup is found to be in agreement with the data, when the total theory prediction is taken into
account. In most of the distributions it is the variation of aFSR

S that dominates the envelope of
the theory prediction, as this variation leads to the most visible changes in the UE. The other
parton shower setups tested do not describe the data as accurately, but they were not tuned
to the same level of detail as PW+PY8. HERWIG-based setups show distinct trends with re-
spect to the data from those observed in any PYTHIA 8-based setup. While describing fairly
well the UE event shape variables, HERWIG++ and HERWIG 7 disagree with the Nch, p̄T and p̄z
measurements. The SHERPA setup predictions disagree with the data in most observables.

For each distribution the level of agreement between theory predictions and data is quantified
by means of a c2 variable defined as:

Largest	
  systema9cs	
  from	
  top	
  pT	
  modelling	
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Figure 26: Scan of the c2 as function of the value of aFSR
S employed in the PW+PY8 simulation,

when the inclusive p̄T or the p̄T distribution measured in different regions are used. The curves
result from a fourth order polynomial interpolation between the simulated aFSR

S points. For
the curve corresponding to the inclusive p̄T distribution, the points mark the simulated aFSR

S
values.

of aFSR
S in the PYTHIA 8 parton shower MC. These are among the parameters with largest impact

on the modeling of tt at the LHC. In particular, the compatibility of the data with different
choices of the aFSR

S parameter in PYTHIA 8 has been quantified, resulting in a lower value of
aFSR

S than Ref. [62].

The majority of the distributions analyzed indicate a fair agreement between the data and the
POWHEG +PYTHIA 8 setup with the CUETP8M2T4 tune, but disfavor the default settings in
HERWIG++, HERWIG 7, and SHERPA. It has been furthermore verified that the choice of the
NLO matrix-element generator does not impact significantly the expected characteristics of the
UE by comparing POWHEG and MG5 aMC@NLO, both interfaced with PYTHIA 8.

The reported analysis test the universality of the UE hypothesis at higher energy scales than
the ones at which the UE models are usually tuned. In addition they can be used to improve
the assessment of systematic uncertainties in future top-quark-related analyses.
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Figure 25: Average p̄T in different |~pT(``)| and jet multiplicity categories. The conventions of
Fig. 14 are used.

7.3 Sensitivity to the choice of aS in the parton shower

We have furthermore tested the sensitivity of the present results to the choice of aS in the parton
shower. The sensitivity has been tested by performing a scan of the c2 function defined in
Eq.( 3), as a function of aISR

S or aFSR
S . While no sensitivity has been found to the former, most

observables are influenced by the choice of aFSR
S . The most sensitive distribution is found to

be p̄T. The variation of the c2 function as a function of aFSR
S for the p̄T distribution is reported

in Fig. 26. A polynomial interpolation is used to determine the minimum of the scan (best fit)
and the points at which the c2 function increases by one unit that are used to derive the 68%
confidence interval (CI). A fourth-order polynomial is used for the interpolation. The degree
of the polynomial is selected by a stepwise regression based on an F-test statistics. A value of
aFSR

S = 0.120 ± 0.006 is obtained, which is lower than the one obtained in the Monash tune [62]
and used in the CUETP8M2T4 tune. The value obtained is compatible with the one obtained
from the differential cross sections measured as function of p̄T in the different |~pT(``)| regions
or in events with different additional jet multiplicities.

Table 4: The best fit values for aFSR
S for the PW+PY8 setup, obtained from the inclusive distri-

bution of different observables. The 68% and 95.45% confidence intervals are quoted in the last
rows.

|~pT(``)| region Inclusive Away Toward Transverse
Best fit aFSR

S 0.120 0.119 0.116 0.119
68% CI [-0.006,+0.006] [-0.011,+0.010] [-0.013,+0.011] [-0.006,+0.006]
95.45% CI [-0.013,+0.011] [-0.022,+0.019] [-0.030,+0.021] [-0.013,+0.012]

8 Summary
The first measurement of the UE activity in tt dilepton events produced in hadron colliders has
been reported, making use of

p
s = 13 TeV proton-proton collision data acquired by the CMS

experiment in 2016. Based on the particle-flow reconstruction [36], the contribution from the
underlying event has been isolated by subtracting the charged particles which are associated to
the decay products of the tt event candidates or to pileup events from the set of reconstructed
charged particles per event. The chosen observables and categories enhance the sensitivity of
the observables to the modeling of multiparton interactions, color reconnection and the choice
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