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WHY FLAVOUR?

➤ Flavour sector enables many null 
tests of Standard Model (SM)  

➤ e.g. CKM triangle unitary? 

➤ SM suppressions such as CKM 
and GIM lead to a variety of 
interesting rare decays 
→ excellent probe for NP 

➤ Anomalies have been observed 

➤ in               with τ vs. light 
leptons and 

➤ in               decays (μ vs. e)

�2

b → sℓℓ

b → cℓν

[HFLAV summer 2018]

Difference between world average  
and SM predictions at 3.8𝜎

See talks by D. Bardhan and G. De Nardo

https://hflav-eos.web.cern.ch/hflav-eos/semi/summer18/RDRDs.html
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DIRECT AND INDIRECT SEARCHES

➤ So far, no sign for new 
physics (NP) in direct 
searches e.g. leptoquarks 

➤ Indirect searches allow to 
probe NP models to 
much higher mass scales 
than currently accessible 

➤ NP could affect 

➤ angular distributions, 

➤ branching ratios, …
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http://cms-results.web.cern.ch/cms-results/public-results/publications/EXO-17-029/index.html
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➤ Over-constrain CKM triangle to ensure its unitarity;  
mixing and CP violation in B decays 
 
 
 
 
 
 
 

➤ Mixing and CP violation in charm decays 

➤ Rare decays as strong SM suppression could be lifted by NP
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WHERE TO LOOK FOR NEW PHYSICS
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http://ckmfitter.in2p3.fr/www/results/plots_ichep16/ckm_res_ichep16.html


CKM and CPV

See talk by J. Garcia PardinasSee talk by M. Alexander
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CKM TRIANGLE AMBIGUITY

➤ Measurements of sin(2β) from  
                     decays allow to infer 
2β with a two-fold ambiguity: 
               2β and π-2β 

➤ Resolve ambiguity in CKM 
triangle by measuring cos(2β)  
[ arXiv:1804.06152 [hep-ex],  
  arXiv:1804.06153 [hep-ex] ] 

➤ Time-dependent Dalitz plot 
analysis of                      with  
                    decays  
(notation includes       and      ) 

➤ Combined BaBar and Belle 
datasets of 1.1ab-1 at Υ(4S)

B0 → D(*)h0

D → K0
s π+π−

B0 → J/ψK0
S
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FIG. 6. (color online). Projections of the Dalitz plot data distributions (points with error bars) for D0 ! K0
S⇡+⇡� from

D⇤+ ! D0⇡+
s decays reconstructed from Belle e+e� ! cc̄ data, and of the result of the fit (lines). The red solid lines show

the projections of the total fit function including background. The dotted and dashed colored lines show projections of the
individual components of the D0 ! K0

S⇡+⇡� decay amplitude model. The blue, magenta, and green lines represent resonant
and nonresonant contributions originating from the M2

K0
S⇡� , M2

K0
S⇡+ , and M2

⇡+⇡� systems, respectively. The left plots use a

linear scale on the y-axis. The right plots show the same data distributions and fit projections with a log-scale in order to
increase the visibility of components with very low fit fractions, and other details of the model. The components are computed
from the squared amplitude of each intermediate resonant and nonresonant contribution scaled by its fit fraction. Various
beautiful quantum mechanical phenomena can be observed: for example, the complex constructive and destructive interference
patterns, and the dynamic generation of the peak by the K-matrix formalism located close to the f0(980) in the M2

⇡+⇡�

spectrum.

[arXiv:1804.06153 [hep-ex]]

�6

D0 D0

https://arxiv.org/abs/1804.06152
https://arxiv.org/abs/1804.06153
https://arxiv.org/abs/1804.06153
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CKM TRIANGLE AMBIGUITY    

➤ Results in  

➤ Significance of cos(2β)> 0 
exceeds 3.7𝜎 

➤ Alternative fit yields 
 
→ observation of CPV at 5.1𝜎  
     in                    decays 

➤ Excludes ambiguous solution 
 
at level of 7.3𝜎

�7

8

FIG. 2. (color online). Data distributions for a) M 0
bc, b) �E, and c) C0

NNout
(points with error bars) for the BABAR and Belle

data samples combined. The solid black lines represent projections of the total fit function, and the colored dotted lines show
the signal and background components of the fit as indicated in the legend. In plotting the M 0

bc, �E, and C0
NNout

distributions,
each of the other two observables are required to satisfy M 0

bc > 5.272 GeV/c2, |�E| < 100 MeV, or 0 < C0
NNout

< 8 to select
signal-enhanced regions.

and cos 2�, and the results are

sin 2� = 0.80 ± 0.14 (stat.) ± 0.06 (syst.) ± 0.03 (model),

cos 2� = 0.91 ± 0.22 (stat.) ± 0.09 (syst.) ± 0.07 (model).
(4)

The second quoted uncertainty is the experimental sys-
tematic error, and the third is due to the D0

! K0
S⇡

+⇡�

decay amplitude model. The evaluation of these uncer-
tainties is described in detail in Ref. [20]. The linear
correlation between sin 2� and cos 2� is 5.1%. The re-
sult deviates less than 1.0 standard deviations from the
trigonometric constraint given by sin2 2� + cos2 2� = 1.

An alternative fit is performed to measure directly the
angle � using the signal p.d.f. constructed from Eq. (1),
and the result is

� = (22.5 ± 4.4 (stat.) ± 1.2 (syst.) ± 0.6 (model))� . (5)

The proper-time interval distributions and projections
of the fit for sin 2� and cos 2� are shown in Fig. 3 for
two di↵erent regions of the D0

! K0
S⇡

+⇡� phase space.
Figure 3a shows a region predominantly populated by

CP eigenstates, B0
!

⇥
K0

S⇢(770)
0
⇤(⇤)
D

h0. For these de-
cays, interference emerges between the amplitude for di-
rect decays of neutral B mesons into these final states
and those following B0-B0 oscillations. The time evolu-
tion exhibits mixing-induced CP violation governed by
the CP -violating weak phase 2�, which manifests as a
sinusoidal oscillation in the CP asymmetry. Figure 3b
shows a region predominantly populated by quasi-flavor-

specific decays, B0
! [K⇤(892)±⇡⌥]

(⇤)
D h0. For these de-

cays, the time evolution exhibits B0-B0 oscillations gov-
erned by the oscillation frequency, �md, which appears
as an oscillation proportional to cos(�md�t) in the cor-
responding asymmetry.
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FIG. 3. (color online). Distributions of the proper-time
interval (data points with error bars) and the correspond-
ing asymmetries for B0 ! D(⇤)h0 candidates associated
with high-quality flavor tags for two di↵erent regions of the
D ! K0

S⇡+⇡� phase space and for the BABAR and Belle data
samples combined. The background has been subtracted us-
ing the sPlot technique [49], with weights obtained from the
fit presented in Fig. 2.

The measurement procedure is validated by various
cross-checks. The B0

! D(⇤)0h0 decays with the CKM-
favored D0

! K+⇡� decay have very similar kinemat-
ics and background composition as B0

! D(⇤)h0 with
D ! K0

S⇡
+⇡� decays and provide a high-statistics con-

trol sample. Using the same analysis approach, the
time-dependent CP violation measurement of the con-
trol sample results in mixing-induced and direct CP

[arXiv:1804.06152 [hep-ex]]

sin(2β) = 0.80 ± 0.14 ± 0.06 ± 0.03
cos(2β) = 0.91 ± 0.22 ± 0.09 ± 0.07

β = (22.5 ± 4.4 ± 1.2 ± 0.6)∘

B0 → D(*)h0

π/2 − β = (68.1 ± 0.7)∘

Compatible with world average  
                   [HFLAV]  

and LHCb result  
                                   [JHEP 11 (2017) 170]sin(2β) = 0.760 ± 0.034

sin(2β) = 0.691 ± 0.017

https://arxiv.org/abs/1804.06152
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Table 2: Fit results for the total B± ! DK± yields in the signal region, where the invariant
mass of the B candidate is in the interval 5249–5319MeV/c2, integrated over the Dalitz plots.

B� ! DK� B+ ! DK+

Long Downstream Long Downstream
D ! K0

S⇡
+⇡� 602± 26 1 315± 39 606± 26 1 334± 39

D ! K0
SK

+K� 92± 10 189± 15 82± 10 193± 15

Figure 7: Confidence levels at 68.2%, 95.5% and 99.7% probability for (x+, y+) and (x�, y�) as
measured in B± ! DK± decays (statistical uncertainties only). The parameters (x+, y+) relate
to B+ decays and (x�, y�) refer to B� decays. The black dots show the central values obtained
in the fit.

To cross-check the fit and the description of the yields in terms of (x±, y±), an
alternative fit is performed where the B± ! DK± yields are measured independently in
each bin. In Fig. 8 (left) the obtained yields are compared with the yields predicted from
the values of (x±, y±) obtained in the default fit. The two distributions are compatible
with a p-value of 0.52. In Fig. 8 (right) the di↵erence N i

B+ �N�i
B� in each bin is calculated

using the results of the direct fit of the B± ! DK± yields. This distribution is compared
to that predicted by the central (x±, y±) values. The two distributions are compatible
with a p-value of 0.74. In addition, data are fitted with the assumption of no CP violation
by enforcing x+ = x� ⌘ x0 and y+ = y� ⌘ y0. The obtained x0 and y0 values are used
to determine the predicted values of N i

B+ �N�i
B� , which are also shown in Fig. 8 (right).

This prediction is not zero because the B meson production and various detection e↵ects
can induce a global asymmetry in the measured yields. The comparison of the data to
this hypothesis yields a p-value of 2⇥ 10�6, which strongly disfavours the CP -conserving
hypothesis.

16

➤ Extract ɣ  from                   with                     and   
decays [arXiv:1806:01202 [hep-ex] with 2fb-1 LHCb data (Run 2 update) 

➤ Fit to extract cartesian parameters                             and      
                           using external input from CLEO 

➤ Non-zero opening angle between 
(x-, y-) and (x+, y+) equals 2 ɣ 

➤ Maximum likelihood fit to extract 
underlying physics parameters 

➤ For 

CKM CONTINUED

 8

B± → DK± D → K0
s π+π− D → K0

s K+K−

x± = rB cos(δB ± γ)
y± = rB sin(δB ± γ)

γ = 87∘ +11∘

−12∘, rB = 0.087+0.013
−0.014, δB = 101∘ +11∘

−11∘

0∘ < γ < 180∘
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https://arxiv.org/abs/1806.01202
https://arxiv.org/abs/1806.01202
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➤ Combination of all ɣ measurements at LHCb

CKM COMBINED
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[LHCb-CONF-2018-002]

γ = (74.0+5.0
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ɣ is becoming a precision 
measurement 

http://cds.cern.ch/record/2319289/
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ROOM FOR NEW PHYSICS?

➤ Quantify new physics (NP) 
contribution in terms of 
complex amplitude 
 
 
 

➤ Fit result [UTfit for ICHEP 2016] 
 
 
 
 
compatible with SM expectation 

�10

CBd
e2iϕBd =

⟨B0
d |HSM+NP

eff |B0
d⟩

⟨B0
d |HSM

eff |B0
d⟩

CBd
= 1.03 ± 0.11

ϕBd
= (−1.8 ± 1.7)∘
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SM

http://www.utfit.org/UTfit/ResultsSummer2016NP
http://www.utfit.org/UTfit/ResultsSummer2016NP
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MIXING AND CPV IN CHARM

➤ Update of charm mixing and CPV parameters in                    
decays [PR D97 (2018) 031101] on 5fb-1 of LHCb data 

➤ Wrong-sign (WS) and right-sign (RS) decays  
 
 

➤ CP-averaged time-dependent ratio of WS to RS

 11

D0 → K+π−

R(t) ∼ RD + RDy′�
t
τ

+
x′�2 + y′�2

4 ( t
τ )

2

D0

D0

K+π−

Mixing Favoured

Suppressed

WS D0

D0

K−π+

Mixing Suppressed

Favoured

RS

No CPV in Charm  
observed yet!

http://dx.doi.org/10.1103/PhysRevD.97.031101
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MIXING AND CPV IN CHARM

                  CP symmetry                                      no CP symmetry  

 12

and 2016 data sets. The consistency of the data with the
hypothesis of CP symmetry is determined from the change
in χ2 probability between the fit that assumes CP con-
servation and the fit in which CP violation is allowed. The
resulting p value is 0.57 (0.37) for the fit in which both
direct and indirect (indirect only) CP violation is allowed,
showing that the data are compatible with CP symmetry.
The fit uncertainties incorporate both statistical and

systematic contributions. The statistical uncertainty, deter-
mined in a separate fit by fixing all nuisance parameters to
their central values, dominates the total uncertainty. The

systematic component is obtained by subtraction in quad-
rature. The leading systematic uncertainty is due to residual
secondary-D!þ contamination and does not exceed half of
the statistical uncertainty. The second largest contribution
is due to spurious soft pions. Smaller effects are due to
peaking backgrounds for the CP-averaged results and
uncertainties in detector asymmetries for the CP-violating
results. All reported results, p values, and the contours
shown in Fig. 3, include total uncertainties.
Direct CP violation would produce a nonzero intercept

at t ¼ 0 in the efficiency-corrected difference of WS-to-RS

TABLE I. Results of fits for different CP-violation hypotheses. The first contribution to the uncertainties is statistical and the second
systematic. Correlations include both statistical and systematic contributions.

Results [10−3] Correlations

Direct and indirect CP violation
Parameter Value Rþ

D y 0þ ðx 0þÞ2 R−
D y 0− ðx 0−Þ2

Rþ
D 3.454 & 0.040 & 0.020 1.000 −0.935 0.843 −0.012 −0.003 0.002

y 0þ 5.01 & 0.64 & 0.38 1.000 −0.963 −0.003 0.004 −0.003
ðx 0þÞ2 0.061 & 0.032 & 0.019 1.000 0.002 −0.003 0.003
R−
D 3.454 & 0.040 & 0.020 1.000 −0.935 0.846

y 0− 5.54 & 0.64 & 0.38 1.000 −0.964
ðx 0−Þ2 0.016 & 0.033 & 0.020 1.000

No direct CP violation
Parameter Value RD y 0þ ðx 0þÞ2 y 0− ðx 0−Þ2
RD 3.454 & 0.028 & 0.014 1.000 −0.883 0.745 −0.883 0.749
y 0þ 5.01 & 0.48 & 0.29 1.000 −0.944 0.758 −0.644
ðx 0þÞ2 0.061 & 0.026 & 0.016 1.000 −0.642 0.545
y 0− 5.54 & 0.48 & 0.29 1.000 −0.946
ðx 0−Þ2 0.016 & 0.026 & 0.016 1.000

No CP violation
Parameter Value RD y 0 x 02

RD 3.454 & 0.028 & 0.014 1.000 −0.942 0.850
y 0 5.28 & 0.45 & 0.27 1.000 −0.963
x 02 0.039 & 0.023 & 0.014 1.000
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3
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LHCb CPV allowed(a)
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No CPV(c)

99.7% CL

95.5% CL

68.3% CL

FIG. 3. Two-dimensional confidence regions in the ðx 02; y 0Þ plane obtained (a) without any restriction on CP violation, (b) assuming
no direct CP violation, and (c) assuming CP conservation. The dashed (solid) curves in (a) and (b) indicate the contours of the mixing
parameters associated with D̄0 (D0) decays. The best-fit value for D̄0 (D0) decays is shown with an open (filled) point. The solid, dashed,
and dotted curves in (c) indicate the contours of CP-averaged mixing parameters at 68.3%, 95.5%, and 99.7% confidence levels (C.L.),
respectively, and the point indicates the best-fit value.

UPDATED DETERMINATION OF D0–D̄0 … PHYS. REV. D 97, 031101 (2018)

031101-5

[P
R 

D
97

 (2
01

8)
 0

31
10

1]

x′�2 = (3.9 ± 2.7) ⋅ 10−5

y′� = (5.28 ± 0.52) ⋅ 10−3

RD = (3.454 ± 0.031) ⋅ 10−3

AD = (−0.1 ± 9.1) ⋅ 10−3

1.00 < |q/p | < 1.35

NP could enhance mixing parameters

http://dx.doi.org/10.1103/PhysRevD.97.031101
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CPV IN RARE CHARM

➤ Short-distance contributions to inclusive                      decays  
(FCNCs) sensitive to NP 

➤ Distinguishable from long-distance contributions by studying 
kinematic correlations and CP asymmetries [arXiv:1806.10793 [hep-ex]] 

➤ Measured on LHCb’s 5fb-1 dataset
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D0 → Xμ+μ−

AFB =
Γ(cos θμ > 0) − Γ(cos θμ < 0)
Γ(cos θμ > 0) + Γ(cos θμ < 0)

A2ϕ =
Γ(sin 2ϕ > 0) − Γ(sin 2ϕ < 0)
Γ(sin 2ϕ > 0) + Γ(sin 2ϕ < 0)

ACP =
Γ(D0 → h+h−μ+μ−) − Γ(D0 → h+h−μ+μ−)
Γ(D0 → h+h−μ+μ−) + Γ(D0 → h+h−μ+μ−)

Decays of charm hadrons into final states containing muon pairs may proceed via1

the short-distance c ! uµ+µ� flavor-changing neutral-current process. In the Standard2

Model (SM) such process can only occur through electroweak-loop transitions that are3

highly suppressed by the Glashow-Iliopoulos-Maiani mechanism [1]. The short-distance4

contribution to the inclusive D ! Xµ+µ� branching fraction, where X represents one5

or more hadrons, is predicted to be O(10�9) [2]. The branching fraction can be greatly6

enhanced if new particles are exchanged in the loop, making these decays interesting for7

searches for physics beyond the SM. However, long-distance contributions occur through8

tree-level amplitudes involving intermediate resonances, which subsequently decay into9

µ+µ�, that can increase the SM branching fraction up to O(10�6) [2–5]. Hence, the10

sensitivity to the short-distance amplitudes is greatest for dimuon masses away from the11

peaks of the resonances, though resonances populate the entire dimuon-mass spectrum12

due to their long tails. Additional discrimination between short- and long-distance13

contributions can be obtained by studying kinematic correlations between final-state14

particles of multibody decays and charge-parity (CP ) conjugation asymmetries. These15

asymmetries are predicted to be negligibly small in the SM but could be as large as O(1%)16

in scenarios of physics beyond the SM [4–11].17

The semileptonic four-body decays D0
! h+h�µ+µ� (where h is either a pion or a18

kaon, charge-conjugated decays are implied unless stated otherwise) are described by19

five independent kinematic variables (Fig. 1): the dimuon invariant mass, m(µ+µ�); the20

dihadron invariant mass, m(h+h�); the angle ✓µ between the µ+ (µ�) direction and the21

direction opposite to the D0 (D0) meson in the dimuon rest frame; the angle ✓h between22

the h+ (h�) direction and the direction opposite to the D0 (D0) meson in the dihadron rest23

frame; and the angle � between the two planes formed by the dimuon and the dihadron24

systems (the angle � is zero if the two planes are parallel). Among all the possible angular25

observables that can be constructed, the forward-backward asymmetry of the dimuon26

~eµµ

~nµµ

µ�

µ+

�

~eµ�

~eµ+✓µ ~ehh

~nhh

h+

h�

~eh+

~eh�

D0 ✓h

Figure 1: Diagram showing the topology of a D0
! h+h�µ+µ� decay, with the definition of

the angles that are relevant for the measurement. The vector ~eii (i = µ, h) is the unit vector
along the momentum of the dihadron or the dimuon system, in the rest frame of the D0 meson.
The vector ~nii = ~ei+ ⇥ ~ei� is the unit vector perpendicular to the decay plane spanned by the
two hadrons (or the two muons), with ei± being the unit vector along the momentum of the
positively/negatively charged hadron (muon) in the dihadron (dimuon) rest frame. From these
one can define cos ✓i = ~eii · ~ei+ (i = µ, h) and sin 2� = 2(~nhh · ~nµµ)(~nhh ⇥ ~nµµ) · ~ehh.

1

Negligible ACP expected  
in SM but sizeable in NP.

https://arxiv.org/abs/1806.10793
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D0 → Xμ+μ−

AFB =
Γ(cos θμ > 0) − Γ(cos θμ < 0)
Γ(cos θμ > 0) + Γ(cos θμ < 0)

A2ϕ =
Γ(sin 2ϕ > 0) − Γ(sin 2ϕ < 0)
Γ(sin 2ϕ > 0) + Γ(sin 2ϕ < 0)

ACP =
Γ(D0 → h+h−μ+μ−) − Γ(D0 → h+h−μ+μ−)
Γ(D0 → h+h−μ+μ−) + Γ(D0 → h+h−μ+μ−)
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µ+µ�, that can increase the SM branching fraction up to O(10�6) [2–5]. Hence, the10

sensitivity to the short-distance amplitudes is greatest for dimuon masses away from the11

peaks of the resonances, though resonances populate the entire dimuon-mass spectrum12

due to their long tails. Additional discrimination between short- and long-distance13

contributions can be obtained by studying kinematic correlations between final-state14

particles of multibody decays and charge-parity (CP ) conjugation asymmetries. These15

asymmetries are predicted to be negligibly small in the SM but could be as large as O(1%)16

in scenarios of physics beyond the SM [4–11].17

The semileptonic four-body decays D0
! h+h�µ+µ� (where h is either a pion or a18

kaon, charge-conjugated decays are implied unless stated otherwise) are described by19

five independent kinematic variables (Fig. 1): the dimuon invariant mass, m(µ+µ�); the20

dihadron invariant mass, m(h+h�); the angle ✓µ between the µ+ (µ�) direction and the21

direction opposite to the D0 (D0) meson in the dimuon rest frame; the angle ✓h between22

the h+ (h�) direction and the direction opposite to the D0 (D0) meson in the dihadron rest23

frame; and the angle � between the two planes formed by the dimuon and the dihadron24

systems (the angle � is zero if the two planes are parallel). Among all the possible angular25

observables that can be constructed, the forward-backward asymmetry of the dimuon26

~eµµ

~nµµ

µ�

µ+

�

~eµ�

~eµ+✓µ ~ehh

~nhh

h+

h�

~eh+

~eh�

D0 ✓h

Figure 1: Diagram showing the topology of a D0
! h+h�µ+µ� decay, with the definition of

the angles that are relevant for the measurement. The vector ~eii (i = µ, h) is the unit vector
along the momentum of the dihadron or the dimuon system, in the rest frame of the D0 meson.
The vector ~nii = ~ei+ ⇥ ~ei� is the unit vector perpendicular to the decay plane spanned by the
two hadrons (or the two muons), with ei± being the unit vector along the momentum of the
positively/negatively charged hadron (muon) in the dihadron (dimuon) rest frame. From these
one can define cos ✓i = ~eii · ~ei+ (i = µ, h) and sin 2� = 2(~nhh · ~nµµ)(~nhh ⇥ ~nµµ) · ~ehh.

1

Time- and phase-space integrated: 
AFB(D0 → π+π−μ+μ−) = (+3.3 ± 3.7 ± 0.6) %

AFB(D0 → K+K−μ+μ−) = (0 ± 11 ± 2) %
ACP(D0 → π+π−μ+μ−) = (+4.9 ± 3.8 ± 0.7) %
A2ϕ(D0 → π+π−μ+μ−) = (−0.6 ± 3.7 ± 0.6) %

ACP(D0 → K+K−μ+μ−) = (0 ± 11 ± 2) %

A2ϕ(D0 → K+K−μ+μ−) = (9 ± 11 ± 1) % Negligible ACP expected  
in SM but sizeable in NP.

https://arxiv.org/abs/1806.10793
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Figure 2: Di↵erential branching fraction results for the B+
! K+µ+µ�, B0

! K0µ+µ� and
B+

! K⇤+µ+µ� decays. The uncertainties shown on the data points are the quadratic sum
of the statistical and systematic uncertainties. The shaded regions illustrate the theoretical
predictions and their uncertainties from light cone sum rule and lattice QCD calculations.

Table 3: Integrated branching fractions (10�8) in the high q2 region. For the B ! Kµ+µ�

modes the region is defined as 15� 22GeV2/c4, while for B+
! K⇤+µ+µ� it is 15� 19GeV2/c4.

Predictions are obtained using the form factors calculated in lattice QCD over the same q2

regions. For the measurements, the first uncertainty is statistical and the second systematic.

Decay mode Measurement Prediction

B+
! K+µ+µ� 8.5± 0.3± 0.4 10.7± 1.2

B0
! K0µ+µ� 6.7± 1.1± 0.4 9.8± 1.0

B+
! K⇤+µ+µ� 15.8 +3.2

�2.9 ± 1.1 26.8± 3.6

measurements are all individually consistent with their respective predictions, they all
have values below those.
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As of beginning of 2018,  

CMS saves ~1010 B decays by 
triggering on other B  

in event to measure LFU ratios.  
Aims for competitive 

measurement. [LHCC 134]  

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.113.151601
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Figure 7: For 4 favoured scenarios, we show the 3 � regions allowed by branching ratios

only (dashed green), by angular observables only (long-dashed blue) and by considering

both (red, with 1,2,3 � contours, corresponding to 68.3%, 95.5% and 99.7% confidence

levels). Each constraint corresponding to a subset of data includes also the inclusive and

b ! s� data.

only in C9 or (C9, C90) since both sides of the equation vanish trivially. On the other hand,

if one wants to switch on NP in all four coe�cients and preserve some simple pattern

among them, there are four options that may agree with a Z 0 interpretation:

• (CNP
9 = �CNP

90 , CNP
10 = �CNP

100 ), with a large pull for the b ! sµµ reference fit, but

giving RK = 1 by construction,

30

8

Fig. 1 The two NP parameter fit using CNP
9,µ and CNP

9,e .
Here and in the following, the left green panel shows the re-
sults for the PMD approach and the right red panel shows
that for the PDD one. In the 1D distributions we show the
16th, 50th and 84th percentile marked with the dashed lines.
In the correlation plots we show the 1, 2 and 3� contours
in decreasing degrees of transparency. The blue square and
lines identify the values of the NP WCs in the SM limit. The
numbers at the bottom left corner of the 2D plots refer to the
correlation. We also report IC values for the two approaches
(see eq. 9). Preferred models are expected to give smaller IC
values.

Regarding the NP contributions, we analyze six dif-
ferent benchmark scenarios, differentiated by distinct
choices of NP WCs employed in the fits. Case (I) al-
lows for CNP

9,µ and CNP
9,e , while case (II) considers the

scenario with CNP
9,µ and CNP

10,µ; case (III) studies NP

�����

Fig. 2 The two NP parameter fit using CNP
9,µ and CNP

10,µ. See
caption of figure 1 for the colour coding and further details.

effects coming as CNP
7 , CNP

9,µ and CNP
9,e , and case (IV)

is the same as the latter but with CNP
10 instead of CNP

9 ;
case (V) studies the possibility described in the third
case with CNP

10,µ = �CNP
9,µ and CNP

10,e = �CNP
9,e enforced;

finally, case (VI) considers the general case with all
the five NP WCs being allowed to float independently.
Our main results are collected in figures 1–6 and also
reported in tables 2–5.

The comparison of different scenarios using the IC
shows that all the considered cases are on the same
footing except for cases (IV) and (V). These cases are
strongly disfavoured in the PMD approach, as there is

with the best fit value (PullSM). In Table 1 we give SM pulls of the various one-operator hypotheses. 2

We see that NP in Ce
9 , C

µ
9 , C

e
10, or C

µ
10 are favoured by the RK(⇤) ratios with a significance of 3.6� 4.0�.

NP contributions in primed operators have no significant e↵ect in a better description of the data. Among
the chiral Wilson coe�cients, we find four with a SM pull around 3.9 � 4.1�, namely Cµ

LL, C
e
LL, C

e
LR,

and Ce
RR. The two latter ones, however, lead to a very large NP shift in the Wilson coe�cient. We do

not consider them in the following. Thus, there are six favoured NP one-operator hypotheses to account
for the deviations in the measured ratios RK(⇤) .

We present in addition fits based on some two-operator hypotheses (see Figure 1 below). Our results
are in agreement with the recent fit results presented in Refs. [9, 23–27].

Figure 1: Global fit results with present data, using only RK and R⇤
K (left), using all observables except

RK and R⇤
K (under the assumption of 10% non-factorisable power corrections) (right).

3 Comparison with the global fit excluding RK and RK⇤

We redo the same exercise for all available b ! s`` data without the three R(⇤)
K ratios (for a list of the

used observables, see Appendix A of Ref. [17]). The SM pulls are given in Table 2. We assume 10%
non-factorisable power corrections. The implementation of these corrections is done in the same way as in
our previous analysis by multiplying the hadronic terms in the QCD factorisation (QCDf) formula [28,29]

which remain after putting the Wilson coe�cients C(0)
7,9,10 to zero (see Sec. 3.2 of Ref. [17]). Note that

this part of the leading amplitude represents in many cases not more than one third of the complete

2
Regarding the notations, we recall that in Ref. [22] the semi-leptonic operators O

(0)
9 and O

(0)
10 within the electroweak

Hamiltonian were singled out as the only operators which can explain the deviation in the ratio RK :

O
(0)`
9 = (↵em/4⇡)(s̄�µPL(R)b) (¯̀�

µ`) , O
(0)`
10 = (↵em/4⇡)(s̄�µPL(R)b) (¯̀�

µ�5`) . (4)

In order to account for lepton non-universality, one considers separate electron and muon semi-leptonic operators, ` = µ, e.

The corresponding Wilson coe�cients are denoted as C
(0) e
9,10 and C

(0)µ
9,10 respectively which are equal in the SM or in models

with lepton universality. Under the assumption that there are left-handed leptons only – which represents an attractive

option in model building beyond the SM – one finds the following relations between the Wilson coe�cients:

�C`
LL ⌘ �C`

9 = ��C`
10 , �C`

RL ⌘ �C
0 `
9 = ��C

0 `
10 . (5)

Here we introduced the quantities C`
XY where ` is again the flavour index, X denotes the chirality of the quark current and

Y of the lepton current. Assuming right-handed leptons only, one gets the following relations:

�C`
RR ⌘ �C

0 `
9 = +�C

0 `
10 , �C`

LR ⌘ �C`
9 = +�C`

10 . (6)
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b → sℓℓ

SM
SM

SM

on gauged Lμ − Lτ predict Ce
9 ¼ Cl

10 ¼ 0 [21], while in
some Z0 models one finds Cl

9 ¼ aCl
10, where a is a constant

of Oð1Þ (see e.g., [64]).
We find that a nonstandard Cl

10 (Cl
9 ) leads to slightly

larger (smaller) effects in RK$ than in RK . Therefore,
RK$ ≲ RK < 1 is best described by a nonstandard Cl

10.
The opposite hierarchy, RK ≲ RK$ < 1, would lead to a
slight preference for NP in Cl

9 .
A more powerful way to distinguish NP inCl

9 from NP in
Cl
10 is through measurements of LFU differences of angular

observables [23,65,66]. We find that the observables

DP0
4
¼ P0

4ðB → K$μþ μ−Þ − P0
4ðB → K$eþ e−Þ; ð9Þ

DP0
5
¼ P0

5ðB → K$μþ μ−Þ − P0
5ðB → K$eþ e−Þ; ð10Þ

are particularly promising (for a definition of the observ-
ables P0

4;5 see [67]). Predictions for the observablesDP0
4;5
as

functions of q2 in the SM and various NP scenarios are
shown in the plots of Fig. 2. The SM predictions are close to
zero with very high accuracy across a wide q2 range. In the
presence ofNP,DP0

4;5
show a nontrivialq2 dependence. If the

discrepancies inRKð$Þ are explained by NP inCl
9 , we predict

a negative DP0
4
∼ −0.1 at low q2 ≲ 2.5 GeV2 and a sizable

positive DP0
5
∼ þ 0.5. With NP in Cl

10 we predict instead a
positiveDP0

4
∼ þ 0.15 and a small negativeDP0

5
∼ −0.1. We

observe that DP0
5
has even the potential to distinguish

between NP in Ce
9 and Cμ

9. For q
2 ≳ 5 GeV2, a negative

Cμ
9 leads to a sizable increase of P

0
5ðB → K$μþ μ−Þ, while a

positive Ce
9 can decrease P0

5ðB → K$eþ e−Þ only slightly,
as the SM prediction for P0

5 in thisq
2 region is already close

to its model-independent lower bound of −1. The recent
measurements by Belle, D½1;6'

P0
4

¼ þ 0.498 ( 0.553 and

D½1;6'
P0
5

¼ þ 0.656 ( 0.496 [5], have still sizable uncertainties

and are compatible with NP both in Cl
9 and in Cl

10. They
slightly favor NP in Cl

9 . We note that, while the SM
prediction for these observables has a tiny uncertainty, for
fixed values of LFU violating Wilson coefficients, form
factor and other hadronic uncertainties do play a role, as also
shown in Fig. 2. However, these uncertainties are still so
small that sufficient experimental precision could allow a
clean identification of the underlyingNP contact interaction.
We stress that the NP contact interactions in (5) lead also

to a characteristicq2 shape in the LFU ratios RKð$Þ . In Fig. 3
we show RKð$Þ as functions of q2 in the SM and in the
same NP scenarios as in Fig. 2. In the SM, RKð$Þ are to an
excellent approximationq2 independent. For very lowq2 ≃
4m2

μ they drop to zero, due to phase space effects. NP
contact interactions lead to an approximately constant shift

FIG. 1. Allowed regions in planes of two Wilson coefficients,
assuming the remaining coefficients to be SM-like.

INTERPRETING HINTS FOR LEPTON FLAVOR … PHYSICAL REVIEW D 96, 055008 (2017)

055008-3

SM

https://arxiv.org/ct?url=http://dx.doi.org/10%252E1007/JHEP06%25282016%2529092&v=642aa465
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.96.055008
https://arxiv.org/ct?url=http://dx.doi.org/10%252E1103/PhysRevD%252E96%252E095034&v=fe58f748
https://arxiv.org/abs/1704.05447
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Figure 7: For 4 favoured scenarios, we show the 3 � regions allowed by branching ratios

only (dashed green), by angular observables only (long-dashed blue) and by considering

both (red, with 1,2,3 � contours, corresponding to 68.3%, 95.5% and 99.7% confidence

levels). Each constraint corresponding to a subset of data includes also the inclusive and

b ! s� data.

only in C9 or (C9, C90) since both sides of the equation vanish trivially. On the other hand,

if one wants to switch on NP in all four coe�cients and preserve some simple pattern

among them, there are four options that may agree with a Z 0 interpretation:

• (CNP
9 = �CNP

90 , CNP
10 = �CNP

100 ), with a large pull for the b ! sµµ reference fit, but

giving RK = 1 by construction,
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Fig. 1 The two NP parameter fit using CNP
9,µ and CNP

9,e .
Here and in the following, the left green panel shows the re-
sults for the PMD approach and the right red panel shows
that for the PDD one. In the 1D distributions we show the
16th, 50th and 84th percentile marked with the dashed lines.
In the correlation plots we show the 1, 2 and 3� contours
in decreasing degrees of transparency. The blue square and
lines identify the values of the NP WCs in the SM limit. The
numbers at the bottom left corner of the 2D plots refer to the
correlation. We also report IC values for the two approaches
(see eq. 9). Preferred models are expected to give smaller IC
values.

Regarding the NP contributions, we analyze six dif-
ferent benchmark scenarios, differentiated by distinct
choices of NP WCs employed in the fits. Case (I) al-
lows for CNP

9,µ and CNP
9,e , while case (II) considers the

scenario with CNP
9,µ and CNP

10,µ; case (III) studies NP

�����

Fig. 2 The two NP parameter fit using CNP
9,µ and CNP

10,µ. See
caption of figure 1 for the colour coding and further details.

effects coming as CNP
7 , CNP

9,µ and CNP
9,e , and case (IV)

is the same as the latter but with CNP
10 instead of CNP

9 ;
case (V) studies the possibility described in the third
case with CNP

10,µ = �CNP
9,µ and CNP

10,e = �CNP
9,e enforced;

finally, case (VI) considers the general case with all
the five NP WCs being allowed to float independently.
Our main results are collected in figures 1–6 and also
reported in tables 2–5.

The comparison of different scenarios using the IC
shows that all the considered cases are on the same
footing except for cases (IV) and (V). These cases are
strongly disfavoured in the PMD approach, as there is

with the best fit value (PullSM). In Table 1 we give SM pulls of the various one-operator hypotheses. 2

We see that NP in Ce
9 , C

µ
9 , C

e
10, or C

µ
10 are favoured by the RK(⇤) ratios with a significance of 3.6� 4.0�.

NP contributions in primed operators have no significant e↵ect in a better description of the data. Among
the chiral Wilson coe�cients, we find four with a SM pull around 3.9 � 4.1�, namely Cµ

LL, C
e
LL, C

e
LR,

and Ce
RR. The two latter ones, however, lead to a very large NP shift in the Wilson coe�cient. We do

not consider them in the following. Thus, there are six favoured NP one-operator hypotheses to account
for the deviations in the measured ratios RK(⇤) .

We present in addition fits based on some two-operator hypotheses (see Figure 1 below). Our results
are in agreement with the recent fit results presented in Refs. [9, 23–27].

Figure 1: Global fit results with present data, using only RK and R⇤
K (left), using all observables except

RK and R⇤
K (under the assumption of 10% non-factorisable power corrections) (right).

3 Comparison with the global fit excluding RK and RK⇤

We redo the same exercise for all available b ! s`` data without the three R(⇤)
K ratios (for a list of the

used observables, see Appendix A of Ref. [17]). The SM pulls are given in Table 2. We assume 10%
non-factorisable power corrections. The implementation of these corrections is done in the same way as in
our previous analysis by multiplying the hadronic terms in the QCD factorisation (QCDf) formula [28,29]

which remain after putting the Wilson coe�cients C(0)
7,9,10 to zero (see Sec. 3.2 of Ref. [17]). Note that

this part of the leading amplitude represents in many cases not more than one third of the complete

2
Regarding the notations, we recall that in Ref. [22] the semi-leptonic operators O

(0)
9 and O

(0)
10 within the electroweak

Hamiltonian were singled out as the only operators which can explain the deviation in the ratio RK :

O
(0)`
9 = (↵em/4⇡)(s̄�µPL(R)b) (¯̀�

µ`) , O
(0)`
10 = (↵em/4⇡)(s̄�µPL(R)b) (¯̀�

µ�5`) . (4)

In order to account for lepton non-universality, one considers separate electron and muon semi-leptonic operators, ` = µ, e.

The corresponding Wilson coe�cients are denoted as C
(0) e
9,10 and C

(0)µ
9,10 respectively which are equal in the SM or in models

with lepton universality. Under the assumption that there are left-handed leptons only – which represents an attractive

option in model building beyond the SM – one finds the following relations between the Wilson coe�cients:

�C`
LL ⌘ �C`

9 = ��C`
10 , �C`

RL ⌘ �C
0 `
9 = ��C

0 `
10 . (5)

Here we introduced the quantities C`
XY where ` is again the flavour index, X denotes the chirality of the quark current and

Y of the lepton current. Assuming right-handed leptons only, one gets the following relations:

�C`
RR ⌘ �C

0 `
9 = +�C

0 `
10 , �C`

LR ⌘ �C`
9 = +�C`

10 . (6)
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b → sℓℓ

SM
SM

SM

on gauged Lμ − Lτ predict Ce
9 ¼ Cl

10 ¼ 0 [21], while in
some Z0 models one finds Cl

9 ¼ aCl
10, where a is a constant

of Oð1Þ (see e.g., [64]).
We find that a nonstandard Cl

10 (Cl
9 ) leads to slightly

larger (smaller) effects in RK$ than in RK . Therefore,
RK$ ≲ RK < 1 is best described by a nonstandard Cl

10.
The opposite hierarchy, RK ≲ RK$ < 1, would lead to a
slight preference for NP in Cl

9 .
A more powerful way to distinguish NP inCl

9 from NP in
Cl
10 is through measurements of LFU differences of angular

observables [23,65,66]. We find that the observables

DP0
4
¼ P0

4ðB → K$μþ μ−Þ − P0
4ðB → K$eþ e−Þ; ð9Þ

DP0
5
¼ P0

5ðB → K$μþ μ−Þ − P0
5ðB → K$eþ e−Þ; ð10Þ

are particularly promising (for a definition of the observ-
ables P0

4;5 see [67]). Predictions for the observablesDP0
4;5
as

functions of q2 in the SM and various NP scenarios are
shown in the plots of Fig. 2. The SM predictions are close to
zero with very high accuracy across a wide q2 range. In the
presence ofNP,DP0

4;5
show a nontrivialq2 dependence. If the

discrepancies inRKð$Þ are explained by NP inCl
9 , we predict

a negative DP0
4
∼ −0.1 at low q2 ≲ 2.5 GeV2 and a sizable

positive DP0
5
∼ þ 0.5. With NP in Cl

10 we predict instead a
positiveDP0

4
∼ þ 0.15 and a small negativeDP0

5
∼ −0.1. We

observe that DP0
5
has even the potential to distinguish

between NP in Ce
9 and Cμ

9. For q
2 ≳ 5 GeV2, a negative

Cμ
9 leads to a sizable increase of P

0
5ðB → K$μþ μ−Þ, while a

positive Ce
9 can decrease P0

5ðB → K$eþ e−Þ only slightly,
as the SM prediction for P0

5 in thisq
2 region is already close

to its model-independent lower bound of −1. The recent
measurements by Belle, D½1;6'

P0
4

¼ þ 0.498 ( 0.553 and

D½1;6'
P0
5

¼ þ 0.656 ( 0.496 [5], have still sizable uncertainties

and are compatible with NP both in Cl
9 and in Cl

10. They
slightly favor NP in Cl

9 . We note that, while the SM
prediction for these observables has a tiny uncertainty, for
fixed values of LFU violating Wilson coefficients, form
factor and other hadronic uncertainties do play a role, as also
shown in Fig. 2. However, these uncertainties are still so
small that sufficient experimental precision could allow a
clean identification of the underlyingNP contact interaction.
We stress that the NP contact interactions in (5) lead also

to a characteristicq2 shape in the LFU ratios RKð$Þ . In Fig. 3
we show RKð$Þ as functions of q2 in the SM and in the
same NP scenarios as in Fig. 2. In the SM, RKð$Þ are to an
excellent approximationq2 independent. For very lowq2 ≃
4m2

μ they drop to zero, due to phase space effects. NP
contact interactions lead to an approximately constant shift

FIG. 1. Allowed regions in planes of two Wilson coefficients,
assuming the remaining coefficients to be SM-like.

INTERPRETING HINTS FOR LEPTON FLAVOR … PHYSICAL REVIEW D 96, 055008 (2017)

055008-3

SM

Various approaches to global fits all prefer lowered C9 value  
→ great interest in further measurements of              decays b → sℓℓ

https://arxiv.org/ct?url=http://dx.doi.org/10%252E1007/JHEP06%25282016%2529092&v=642aa465
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.96.055008
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➤ Angular analysis of                         decays [arXiv:1806.00636 [hep-ex]] on 
20.5fb-1 CMS data recorded in 2012 

➤ One-dimensional differential decay rate allows to extract  
(forward-backward asymmetry) and      (contribution of 
(pseudo)scalar and tensor amplitudes to decay width) in q2-bins 
 
 
 
 
 

➤ Compatible with more precise LHCb result [JHEP 05 (2014) 082]
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Figure 5: Results of the AFB (left) and FH (right) measurements in ranges of q
2. The statistical

uncertainties are shown by the inner vertical bars, while the outer vertical bars give the to-
tal uncertainties. The horizontal bars show the q

2 range widths. The vertical shaded regions
are 8.68–10.09 and 12.86–14.18 GeV2, corresponding to the J/y- and y(2S)-dominated control
regions, respectively. The horizontal lines in the right plot show the DHMV SM theoretical
predictions [31, 32], whose uncertainties are smaller than the line width.

Table 2: Results of the fit for each q
2 range, together with several SM predictions. The inclu-

sive q
2 = 1.00–22.00 GeV2 range in the bottom line does not include events from the J/y and

y(2S) resonance regions. The signal yield YS is given, along with its statistical uncertainty. The
measured values of AFB and FH are presented, where the first uncertainties are statistical and
the second are systematic. The fifth column is a theoretical prediction by C. Bobeth et al. [1, 3]
using the EOS package [33] with the form factors from Refs. [2, 34, 35]. The sixth column is the
calculation from S. Descotes-Genon et al. (DHMV) based on Refs. [31, 32]. The last column is
the prediction using the FLAVIO package [36] with the form factors from Ref. [37]. Only the
central values of the theoretical predictions are shown, since their uncertainties are insignificant
compared to those in the measurements.

q
2 (GeV2) YS AFB FH FH(EOS) FH(DHMV) FH(FLAVIO)

1.00–2.00 169 ± 22 0.08 +0.22
�0.19 ± 0.05 0.21 +0.29

�0.21 ± 0.39 0.047 0.046 0.045
2.00–4.30 331 ± 32 �0.04 +0.12

�0.12 ± 0.07 0.85 +0.34
�0.31 ± 0.14 0.024 0.023 0.022

4.30–8.68 785 ± 42 0.00 +0.04
�0.04 ± 0.02 0.01 +0.02

�0.01 ± 0.04 — 0.012 0.011
10.09–12.86 365 ± 29 0.00 +0.05

�0.05 ± 0.05 0.01 +0.02
�0.01 ± 0.06 — — —

14.18–16.00 215 ± 19 0.01 +0.06
�0.05 ± 0.02 0.03 +0.03

�0.03 ± 0.07 0.007 0.007 0.006
16.00–18.00 262 ± 21 0.04 +0.05

�0.04 ± 0.03 0.07 +0.06
�0.07 ± 0.07 0.007 0.007 0.006

18.00–22.00 226 ± 20 0.05 +0.05
�0.04 ± 0.02 0.10 +0.06

�0.10 ± 0.09 0.008 0.009 0.008

1.00–6.00 778 ± 47 �0.14 +0.07
�0.06 ± 0.03 0.38 +0.17

�0.21 ± 0.09 0.025 0.025 0.020

1.00–22.00 2286 ± 73 0.00 +0.02
�0.02 ± 0.03 0.01 +0.01

�0.01 ± 0.06 — — —

7 Summary
An angular analysis of the decay B+ ! K+µ+µ� has been performed using a data sample
of proton-proton collisions corresponding to an integrated luminosity of 20.5 fb�1 recorded
with the CMS detector at

p
s = 8 TeV. The forward-backward asymmetry AFB of the muon

system and the contribution FH of the pseudoscalar, scalar, and tensor amplitudes to the decay
width are measured as a function of the dimuon mass squared. The results are consistent
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This shows the potential of flavour physics 
at the GPDs, and we hope for more in the future!

https://arxiv.org/abs/1806.00636
https://link.springer.com/article/10.1007/JHEP05(2014)082
https://arxiv.org/abs/1806.00636
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                      TRANSITIONS

➤ Due to               anomalies, 
increased interest in   

➤ Similar patterns observable 
in           transitions? 

➤ Evidence for  
[arXiv:1804.07167 [hep-ex]] reported  
by LHCb on dataset of 4.6fb-1  

with a significance of 3.4𝜎  

➤ Branching fraction determined 
to be 

�19

B0
s → K*0μ+μ−

b → dℓℓ

b → sℓℓ
b → dℓℓ

[arXiv:1804.07167 [hep-ex]]

ℬ(B0
s → K* 0μ+μ−) = (2.9 ± 1.0 ± 0.2 ± 0.3) ⋅ 10−8

b → d

No SM prediction but consistent  
with naive scaling of                        
by 

B0 → K*0μ+μ−

|Vtd /Vts |

https://arxiv.org/abs/1804.07167
https://arxiv.org/abs/1804.07167
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D0 ! K�⇡+e+e�: 0.675 < m(e+e�) < 0.875GeV/c2

Nsig = 68± 9 candidates. Yield significance > 10�
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LFU TESTS IN RARE CHARM DECAYS

➤ Hints towards violation of LFU in               and               decays  

➤ What about LFU tests in rare charm? 

➤ LHCb published first observation of                            with  
                                     

➤ BaBar reports electron final state observation on 424fb-1  

 
                                                                                 with >10𝜎 
 
                                                                                 Nsig=68 ± 9

 20

b → sℓℓ b → cℓν

Preliminary

[Talk at ICHEP 2018]

[PL B757 (2016) 558]

D0 → K−π+μ+μ−

ℬ(D+ → K−π+μ+μ−) = (4.17 ± 0.12 ± 0.40) ⋅ 10−6

https://indico.cern.ch/event/686555/contributions/2986951/attachments/1682198/2703903/fwilson_ICHEP2018_FCNC.pdf
https://www.sciencedirect.com/science/article/pii/S0370269316301022
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➤ BaBar reports electron final state observation on 424fb-1  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b → sℓℓ b → cℓν

Preliminary

[Talk at ICHEP 2018]

[PL B757 (2016) 558]

D0 → K−π+μ+μ−

ℬ(D+ → K−π+μ+μ−) = (4.17 ± 0.12 ± 0.40) ⋅ 10−6

    → branching fraction measured to be 

         in  
➤ Branching fractions of both final states agree  

 → no hint at violation of LFU in this channel

ℬ(D+ → K−π+e+e−) = (3.95 ± 0.53 ± 0.16 ± 0.08) ⋅ 10−6

0.675 < m(e+e−) < 0.875 GeV/c2

https://indico.cern.ch/event/686555/contributions/2986951/attachments/1682198/2703903/fwilson_ICHEP2018_FCNC.pdf
https://www.sciencedirect.com/science/article/pii/S0370269316301022
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6

sian functions with free parameters to take into account
the resolution difference between data and MC simula-
tion. The parameters of the Gaussian function for BKGII
are the same as those for the signal, while those for BKGI
can be different. All but one of the BKGII peaking back-
ground yields are fixed to the values from MC simula-
tion; the exception is the D0 → π+π−π0 background to
the D0 → π−µ+νµ signal, which is determined from data
due to its good separation from the signal. All the other
background component yields are determined from the
fit.
The DT efficiencies ϵ0(+)

DT, i are obtained from the sig-

nal MC samples. The values of ϵ0(+)
DT, i obtained and the

resultant ϵ0(+)
πµν, i are also summarized in Table 1. MC

studies show that the variations in ϵ0(+)
πµν, i for different ST

modes arise mainly from the Eextra γ
max requirement. Insert-

ing the numbers of N0(+)
ST, i , ϵ

0(+)
πµν, i and N0(+)

DT in Eqs. (1)

and (2), we obtain B0
πµν = (0.267 ± 0.007stat.)% and

B+
πµν = (0.342± 0.011stat.)%.
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Fig. 2: (Color online) Fits to the M2
miss distributions of

the DT candidates. The dots with error bars are data. The
blue solid, green long dashed, pink dashed, red dotted and
black dot-dashed curves represent the overall fit results, the
SL signals, the BKGI, BKGII and BKGIII components (see
text), respectively.

In BF measurements using the DT method, the un-
certainties from the ST selection mostly cancel. The rel-
ative systematic uncertainties from the different sources
considered are shown in Table 2. The uncertainty from
the ST yield is taken as 0.5% by examining its relative
change between data and MC simulation by varying the
fit range, signal shape and endpoint of ARGUS function.
The efficiencies of µ+ and π− tracking (PID) and π0 re-

construction are verified using e+e− → γµ+µ− events
and DT DD̄ hadronic events, respectively. We assign the
uncertainties of π− tracking (PID), µ+ tracking (PID)
and π0 reconstruction to be 0.5 (0.5%), 0.5 (0.5%) and
1.0%, respectively. The uncertainty related to the choice
of the Eextra γ

max requirement is assigned by analyzing the
control sample D0(+) → π−(0)e+νe; it is 1.2% (1.7%) for
the D0(+) decay. The uncertainty associated with the
Mπµ+ requirement is investigated by using the alterna-
tive requirements of 1.65GeV/c2 or 1.75GeV/c2. The
uncertainty due to the K0

S veto is estimated by varying
theMπ−µ+ (M rec

D−µ+) requirement by±0.01GeV/c2. The
changes to the measured BFs with the different require-
ments are taken as the systematic uncertainties. The
uncertainties related to the M2

miss fits are investigated
with alternative fit ranges (−0.225, +0.525)GeV2/c4 or
(−0.175, +0.475)GeV2/c4 and different parameteriza-
tions of signals, combinatorial and peaking backgrounds.
The effects due to signal shapes are estimated with differ-
ent requirements on the MC-truth matched signal shapes.
The relative magnitudes of the dominant combinatorial
background components in BKGIII are varied by ±20%.
The fixed magnitudes of the dominant peaking back-
grounds in BKGII are changed according to the BF un-
certainties [20], the limited MC statistics of background
channels, and the data-MC differences of the rates of
misidentifying K− as π− and π+ as µ+. The maximum
changes of BFs are taken as their respective uncertain-
ties. The uncertainties due to limited MC statistics are
0.3%(0.4%) for D0(+) → π−(0)µ+νµ. The uncertainty
related to MC generator assumptions is estimated to be
1.0% by comparing the DT efficiencies with and without
re-weighting the q2 = (pD−pπ)2 distribution of the signal
MC samples to data, where pD(π) is the 4-momentum of
D (π). The total systematic uncertainty is the quadratic
sum of the individual contributions.

Table 2: Relative systematic uncertainties (in %) in BF mea-
surements.

Source B0
πµν B+

πµν

ST yields 0.5 0.5
µ+ tracking 0.5 0.5
µ+ PID 0.5 0.5

π− tracking 0.5 –
π− PID 0.5 –

π0 reconstruction – 1.0
Eextra γ

max requirement 1.2 1.7
Mπµ+ requirement 0.4 0.9

K0
S veto – 0.2

M2
miss fit 1.6 1.4

MC statistics 0.3 0.4
MC generator 1.0 1.0

Total 2.6 2.9

In summary, with a data sample corresponding to
an integrated luminosity of 2.93 fb−1 collected at

√
s =

3.773GeV with the BESIII detector, the absolute BFs
of D0(+) → π(−)0µ+νµ decays are measured to be

LFU TESTS IN NOT SO RARE CHARM DECAYS

➤ Measurement of                             decays and test of lepton 
flavour universality [arXiv:1802.05492 [hep-ex]] at BESIII in  

➤ Signal/background discrimi- 
nation with missing mass 

➤ Branching fractions 
 
 
combined with results on 
                           decays  
[PRD 92 (2015) 072012 (PRD 96 92017) 012002)]  
to test for LFU
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sian functions with free parameters to take into account
the resolution difference between data and MC simula-
tion. The parameters of the Gaussian function for BKGII
are the same as those for the signal, while those for BKGI
can be different. All but one of the BKGII peaking back-
ground yields are fixed to the values from MC simula-
tion; the exception is the D0 → π+π−π0 background to
the D0 → π−µ+νµ signal, which is determined from data
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background component yields are determined from the
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DT, i are obtained from the sig-

nal MC samples. The values of ϵ0(+)
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resultant ϵ0(+)
πµν, i are also summarized in Table 1. MC

studies show that the variations in ϵ0(+)
πµν, i for different ST

modes arise mainly from the Eextra γ
max requirement. Insert-

ing the numbers of N0(+)
ST, i , ϵ

0(+)
πµν, i and N0(+)

DT in Eqs. (1)

and (2), we obtain B0
πµν = (0.267 ± 0.007stat.)% and

B+
πµν = (0.342± 0.011stat.)%.
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Fig. 2: (Color online) Fits to the M2
miss distributions of

the DT candidates. The dots with error bars are data. The
blue solid, green long dashed, pink dashed, red dotted and
black dot-dashed curves represent the overall fit results, the
SL signals, the BKGI, BKGII and BKGIII components (see
text), respectively.
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D+ → π0π+K 0

ℬ(D0 → π−μ+νμ) = (0.267 ± 0.007 ± 0.007) %

ℬ(D+ → π0μ+νμ) = (0.342 ± 0.011 ± 0.010) %

D0(+) → π−(0)e+νe

Results on LFU ratios:  
 
 

 
→ compatible with SM  
     at 1.9(0.6)𝜎

R0 = 0.905 ± 0.027 ± 0.023

R+ = 0.942 ± 0.037 ± 0.027

https://arxiv.org/abs/1802.05492
https://arxiv.org/abs/1802.05492
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SUMMARY

➤ Rich flavour physics 
programme at LHCb, BESIII 
and B factories - increased 
interest of CMS and ATLAS 

➤ Anomalies in               follow 
consistent pattern 
→ lowering C9 by around 25%  
     with respect to SM 

➤ Tensions with respect to SM 
expectation also seen in   

�22

b → sℓℓ

b → cℓν
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BELLE II IS RAMPING UP AND HAS ‘REDISCOVERED’ B MESON
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➤ LHCb upgrade scheduled in 2019-2020 
→ increase in luminosity after shutdown by factor 5 to  
 
 
 
 
 
 
 
 
 

➤ With Belle II, upgraded LHCb detector and increased interest of ATLAS and 
CMS in flavour physics, much more data to analyse! 

➤ Upcoming years will shed light onto nature of anomalies!
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OUTLOOK
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WILSON COEFFICIENTS

➤ Effective Hamiltonian for b→sll processes 
 
 
 
 
 
 
 

➤ New physics modify Wilson coefficients

 27

He↵ = �4GFp
2
VtbV

⇤
ts
↵e

4⇡

X

i

Ci(µ)O(µ)

Wilson coefficients

Ci = CSM
i + CNP

i x

(a) (b)

(c) (d) (e)

(f) (g)

b s

`+

`�

b s

`+

`��

b
qq̄

s

`+

`�

b s
qq̄

`+

`�

b s
cc̄

`+

`�

b s

`+

`�

b s

`+

`�

Figure 6: Schematic representation of local-operators and non-factorisable corrections in b ! s`
+
`
� decays. The semileptonic

operators Q9,10 correspond to diagram (a) and the virtual photon contribution from Q7 to diagram (b). The short-distance
contribution involving particles at mass scales above mb are integrated out and represented by the shaded box. Quark-loop
contributions (c), including QCD corrections (d) are calculable perturbatively, except in the charmonium resonance region
where the cc̄ loop goes on shell and except for soft gluon corrections (e). Weak annihilation (f) and hard spectator scattering
(g) can be calculated in QCD factorisation at low dilepton invariant mass.

5.2. Exclusive decay rates

The most commonly studied exclusive decays are B±,0 ! K`+`�, B±,0 ! K⇤`+`�, Bs ! �`+`� and
⇤b ! ⇤`+`� probing the b ! s transition, as well as B±,0 ! ⇢`+`�, B0 ! !`+`�, and B±,0 ! ⇡`+`�

probing the b ! d transition. These processes are discussed in detail below.

5.2.1. Standard Model predictions
In a similar fashion to the exclusive radiative decays, the prediction of exclusive semi-leptonic decay rates

requires the knowledge of Wilson coe�cients as well as hadronic form factors and non-factorisable hadronic
e↵ects that are not contained in the form factors.

Concerning the form factors, at low q2 the most precise predictions come from LCSR, as already discussed
in Sec. 4.3 for the B to vector form factors and the situation is analogous for the B to pseudoscalar form
factors [186–188]. At high q2, where the hadronic recoil is small, the form factors can be simulated in lattice
QCD and significant progress in this direction has been made recently. The uncertainties are smallest for
the B to pseudoscalar transitions B ! K [189] and B ! ⇡ [190, 65, 191]. In these transitions, there are
only three independent form factors, one of which does not contribute to the SM prediction in the limit
of massless leptons (which is a good approximation for electrons and muons). Further precision can be
gained by performing combined fits of the lattice results valid at high q2 and LCSR results valid at low q2

[192, 188, 193]. For the B to vector form factors, only a single lattice computation exists so far, comprising
the B ! K⇤ and Bs ! � form factors [194, 195]. With vector mesons in the final state, a challenge is their
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WILSON COEFFICIENTS
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