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๏ LHC has all it needs to be a SUSY discovery machine 

๏ can produce full spectra of particles 

๏ can observe many final states for any particle 

๏ Practical limitations (e.g., trigger) should come into 
consideration when designing the analysis 

๏ Data control samples are a key ingredient (a 100% MC-based 
background prediction would not be considered acceptable at 
LHC) 

๏ Statistical tools in place from Higgs discovery 

๏ Simplified models great guidance to interpret and improve 
searches, when taken with a grain of salt 

Summary of Episode i
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๏ Before the LHC, searches 
were entered on full 
models 

๏ This changed during Run 
I. Simplified models 
became the standard 

๏ Focus on a specific 
process x decay chain 

๏ Interpret the analysis 
in this context

Simplified Models
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II. A DETAILED EXAMPLE OF A SIMPLIFIED MODEL

This section, adapted from [17], outlines the important elements that go into any simpli-
fied model analysis. As an illustrative example, it focuses on gluino production and decay
as a model for hadronic jets plus missing energy signals. We will discuss how limits can be
set in a multidimensional parameter space and how the limits from multiple topologies can
be combined. The procedure outlined here is a general one and can be applied to any of the
simplified models listed in this review.

1. E↵ective Lagrangian

Consider a direct three-body gluino decay into an electroweak gaugino and two light-
flavored quarks,

g̃ ! qq̄
0
�

0.

This decay mode occurs in supersymmetric models where the squarks are significantly heav-
ier than the gluino; it proceeds through the dimension-six operator

Lint =
�
2
i

M
2
i

g̃qiq̄i�
0 + h.c. , (1)

where i runs over the di↵erent quark flavors, �i is the Yukawa coupling for the quark-squark-
�
0 vertex, and Mi is the e↵ective scale of the interaction. The flavor structure of the final

state is determined by the mass spectrum of the corresponding squarks, with decays through
lighter mass squarks occurring more rapidly. In this example, only light-flavor decay modes
are considered (see §IVE for the analogous heavy-flavor discussion).

Direct three-body decays arise in models where the squarks are decoupled, such as in
split-supersymmetry [23], or where the soft masses of the squarks are at the TeV-scale, but
are still somewhat larger than the gluino mass. These decays dominate when

• �
0 = eB and the right-handed squarks are lightest, or the fW is kinematically inacces-

sible
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FIG. 1: Illustrations of the three gluino simplified models discussed in this section.
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๏ At the beginning of the LHC, 
many pre-LHC-data analyses were 
actually found to be too much 
tailored on the benchmark 
models 

๏ Simplified models allowed to go 
beyond certain implicit 
assumptions 

๏ This new paradigm allowed to 
discover weakness in the search 
program and design a next-
generation set of analyses 

๏ In general, the use of 
simplified models made our 
search strategy more robust

Why iS ThiS Needed? YeS!
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๏ BRs are usually assumed to be 
100%. This means that every line 
in a summary plot is implicitly 
excluding the others 

๏ Cross sections are sometimes 
computed under special 
assumptions (e.g., decoupling 
limit) and don’t hold in general

MinD The Hidden Assumptions
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๏ Recent tendency is to present 
BR-independent results 

๏ easy in specific scenarios 
like Natural SUSY 

๏ e.g., done by scanning the 
BR space and quoting the 
worst result

Going Beyond Assumption
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Figure 16: Top-squark mass limit at a 95% CL, obtained for different squark pair production
models with the inclusive razor analysis in the context of the natural SUSY spectrum of Fig. 1.
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Figure 17: Top-squark mass limit at a 95% CL, obtained combining the result of the hadronic
razor boxes with the result of Ref. [19] for (left) T2tt and (right) independent of the branching
fraction choice. The meaning of the color coding and the displayed contours is explained in the
caption of Fig. 13.



The Plan
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๏ Lecture 2: R -Parity 
Conserving SuSY 

๏ DM direct production 

๏ DM cascade production 

๏ Lecture 3: Beyond MET-Based searches 

๏ RPV SUSY 

๏ Displaced particles 

๏

๏ Lecture 1: Setting up A Search At The LHC 

๏ Searching for SUSY in practice: strategy, trigger, reconstruction 

๏ Designing a search: Simplified Models 

๏ Building a search: signal region, control regions, statistics 
tools



R-Parity and Stable PaRTICLES

R = (�1)3(B�L)+2S

NEW&SYMMETRY:&R?PARITY

• Add new conservation law to protect against lepton and baryon number 
violation

• R-parity combines spin, baryon, and lepton quantum numbers
– particles: R = +1
– SUSY particles: R = -1

• Important phenomenological consequences
– Lagrangian invariance requires all terms to be quadratic in negative R-parity
– SUSY particles can only be produces in pairs
– R = -1 particles must always decay in final states with at least one R = -1 particle

‣ lightest SUSY particle (LSP) must be stable

– Two R = -1 particles can annihilate and produce ONLY R = +1 particles
‣ important for Dark Matter searches

23
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๏ The problem with SUSY is that 
it predict proton to decay, on 
which we have strong limits

๏ This problem could be 
circumvented postulating a 
new quantum number (R-
parity) 

๏ +1 for SM particles 

๏ -1 for SUSY partners



๏ R-parity is always positive 
(negative) for SM particles 
(SUSY partners) 

๏ As a consequence, only an 
even number of SUSY particles 
can be created in proton 
collisions (R=1) 

๏ When decaying, a SUSY 
particle (R=-1) has to 
produce another SUSY particle 

๏ So, the lightest SUSY 
particle cannot decay: 

๏ you have a Dark matter 
candidate for free

How R-Parity Solves the Problem
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Dark Matter Direct Production
!12



invisible And MonojetDark Matter Mono-X Mono-Jet Mono-W(`⌫) Mono-W/Z(qq) Mono-Z(``) Mono-Photon Mono-Top Conclusion

Dark Matter candidates at the LHC

• Cosmological indications for “invisible”, Dark
Matter (DM):
� Rotation velocities of galaxies
� Gravitational lensing
� Cosmic microwave background (CMB)

• Search at hadron collider:
� Could be produced as a WIMP
� DM would be seen as missing energy

• E↵ective field theory (EFT):
� Mediator too heavy to be generated directly
� Contact interation with suppression scale

M? ⇠ Mp
g�gSM

, with g� and gSM the

couplings to Standard Model (SM) and
DM, and M the mediator mass

• Simplified models:
� Specified massive mediator
� UV-complete (no validity issue)

Name Initial state Type Operator

D1 qq scalar
mq

M3
?
�̄�q̄q

D5 qq vector 1
M2
?
�̄�µ�q̄�µq

D8 qq axial-vector 1
M2
?
�̄�µ�5�q̄�µ�5q

D9 qq tensor 1
M2
?
�̄�µ⌫�q̄�µ⌫q

D11 gg scalar 1
4M3
?
�̄�↵s(G

a
µ⌫)

2

Philippe Calfayan, LMU Munich Moriond EW 2014, March 15-22 2/22
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๏ DM can be produced at the LHC with a 
process similar to scattering in 
underground experiments 

๏ But DM is invisible to our detectors, 
unless something else is produced with DM 

๏ For example, a quark/gluon can be 
radiated before the collision 

๏ These events look like a single high-pT 
jet of particles 

๏ Events like this can happen also in the 
Standard Model. One needs to measure the 
background



๏ Two protons with same energy 
collide 

๏ Actually, the collision is 
between quarks/gluons in the 
proton. They carry different 
fractions of the proton momentum 

๏ As a result, there is a momentum 
imbalance ~ along the beam axes, 
but not in the transverse plane 

๏ Transverse momenta should then 
balance. If some particle 
escaped undetected, the balance 
will be broken

Missing Transverse Energy
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Missing Transverse Energy

dark matter searches
at the lhc

Philippe Calfayan

Ludwig-Maximilians Universität, München

On behalf of the ATLAS and CMS Collaborations

XLIXth Rencontres de Moriond
Electroweak Interactions and Unified Theories

March 15-22, 2014
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Missing Transverse Energy

10 5 Large E/T due to misreconstruction
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Figure 4: Distribution of (left) Calo E/T, (middle) TC E/T, and (right) PF E/T, normalized to unit
area, for events containing at least 2 jets with p

jet1(2)
T > 50 (25) GeV (black solid), and for the

subsets of these events with a jet aligned with ~E/T within Df(~E/T, jet) < 0.2 and pointing to-
wards a masked ECAL cell (red dotted), the barrel-endcap boundary (green dot-dashed), and
the endcap-forward boundary (blue dashed) in simulation.
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Figure 5: Fraction of dijet events in data (points) and simulation (red band) with a jet aligned to
~E/T within Df(~E/T, jet) < 0.2 and pointing towards (left) a masked ECAL channel, (middle) the
barrel-endcap boundary, and (right) the endcap-forward boundary, in data and in simulation.

5(right), the fraction of events which contain a jet that is both aligned with the ~E/T and pointing
towards a calorimeter boundary does not have a strong dependence on E/T, indicating that the
calorimeter boundaries are not major contributors to events that have large apparent E/T due
to mismeasurements. Unlike the masked ECAL channels, the cracks are not projective to the
interaction point, and therefore energies of particles traversing these cracks are still measured,
albeit with degraded resolution.

While the impact of the cracks is small, analyses sensitive to events with large E/T need to take
the ECAL masked channels into account. About 70% of the ECAL channels that are masked
during offline reconstruction have a useful measurement of their energy from the separate
readout of the L1 trigger. Although the trigger readout saturates, it can be used to recover
energies smaller than this and to identify events that had more than this amount of energy in
a masked channel. This saturation energy has been increased from 64 GeV to 128 GeV in 2011.
Analysts can veto events with a jet pointing towards an ECAL masked channel that does not
have trigger information or that has trigger-readout energy at the saturation threshold.
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๏ MET is computed summing the transverse momenta of 
reconstructed object 

๏ As for the jet, which objects? This choice determines the 
resolution

Emiss
T = | − Σi ⃗p i

t |



6.5 Effect of multiple interactions 17

Y

m

CMS

Figure 13: Calibrated E/ x,y resolution versus calibrated PF Â ET for Calo E/T, TC E/T, and PF E/T
in data and in simulation.

For Â ET, we use the PF Â ET as measured by the particle-flow algorithm for all types of E/T, as it
gives the best estimate of the true Â ET, and hence is an accurate evaluation of the event activity.
We use PF Â ET for all algorithms to ensure their measure is the same. We calibrate PF Â ET to
the particle-level Â ET, on average, using the predicted average mean value as a function of the
particle-level Â ET from a simulation of events from the PYTHIA 8 event generator [22].

Figure 13 shows the calibrated E/ x,y Gaussian core resolution versus the calibrated PF Â ET for
different E/T reconstruction algorithms in events containing at least two jets with pT > 25 GeV.
Both TC E/T and PF E/T show improvements in the E/T resolution compared to the Calo E/T, and
the PF E/T yields the smallest E/T resolution.

Figure 14 shows the PF E/T distributions for different intervals of Calo Â ET and for jet mul-
tiplicities varying from two to four, normalized to the same area. The jets are required to be
above a pT-threshold of 20 GeV. The good agreement of the normalized shapes in Fig. 14 in-
dicates that PF E/T-performance in events without genuine E/T is driven by the total amount of
calorimetric activity (parametrized by Calo Â ET) and no residual non-linear contribution from
jets to PF E/T is visible. Similar behaviour is also observed for Calo E/T and TC E/T.

6.5 Effect of multiple interactions

Pile-up, namely multiple proton collisions within the same bunch crossing, occurs because of
high LHC bunch currents and can play an important role in ~E/T performance.

Because there is no true ~E/T in minimum bias events and because the average value for a com-
ponent of ~E/T in these events is zero (e.g., the x or y component), pile-up should have only a
small effect on the scale of the component of the measured ~E/T projected along the true ~E/T di-
rection. Pile-up, however, will have a considerable effect on the resolution of the parallel and
perpendicular components.

We investigate the effect of pile-up using multijet samples, g, and Z data.

Missing Transverse Energy
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๏ MET is computed summing the transverse momenta of 
reconstructed object 

๏ As for the jet, which objects? This choice determines the 
resolution

Emiss
T = | − Σi ⃗p i

t |



Detector N oise
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๏ Energy in crystal calorimeters is collected 
by photomultipliers in the back 

๏ Due to quantum efficiency (<<1) the collected 
energy is smaller than the energy of the 
incoming particle

๏ An incoming particle can 
deposit energy directly to 
the photomultiplier 
directly.  

๏ The calibration constant (E 
collected Voltage of the 
signal E original particle) 
mistakenly translates this 
into a large deposit



Detector N oise

20.04.2010 ECAL Spike Plot Approval 

Anomalous ECAL Signals 

In collision data we observe anomalous signals in 
ECAL, having the appearance of large energy 
deposits in a single crystal. 

Origin: 
The origin of the signal is energy deposited by 
heavily ionizing particles in the avalanche 
photodiode. 

Characteristics: 
  These signals are uniformly distributed and 
only in the barrel part of the calorimeter where 
the readout is by APD; they are not seen in the 
EE crystals readout by VPTs.  
  The rate of these anomalous signals is of 
order one per 103 minimum-bias events at 
c.m.s. of 900 GeV. 

Supporting Material 
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Cleaning FiltersMISSING&TRANSVERSE&ENERGY

67

5.2 Removal of beam-induced contributions to E/T 7
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Figure 1: Calo E/T distributions in a minimum bias data sample without (black dots) and with
(open circles) cleaning and filters, compared to simulation. Overflows are included in the high-
est bin.

muons that do not meet the coincidence requirements of the L1 beam-halo trigger. Many of the
mistagged events are from extremely soft and forward muons (i.e. pT < 2 GeV and |�| > 1.7),
from pion decay or from hadron punch through.

The CSC-based beam-halo filter was applied to events passing muon triggers which had pT
thresholds of 9, 11, or 15 GeV, depending on the running period. Beam-halo muons, because
their tracks do not point towards the nominal interaction point in the centre of the detector,
in general do not fire the triggers for muons from pp interactions. Thus the beam halo muons
in this sample are overlaid on events triggered otherwise. This sample therefore provides an
unbiased comparison of E/T in events with and without a beam-halo muon in coincidence.
Minimum bias events could have been used as well, but, because the minimum bias trigger
was prescaled, the number of available events was small. The fraction of halo-tagged events
for each running period is shown versus the average beam intensity, with an uncertainty of ap-
proximately 10%, in Fig. 2(left). The fraction of tagged events increases with the beam intensity,
as might be expected.

Figure 2(right) shows the PF E/T distribution for two trigger streams. The distribution from
events recorded by collision muon triggers is shown by the dashed curve while that of the
subset of these events which met the requirements of the tight halo filter is shown by the red
inverted triangles. As can be seen, the halo muons that overlapped with these events did not
disproportionately produce events with large PF E/T, which indicates that the probability that
a halo muon produces large E/T in events taken from triggers that are uncorrelated with E/T
is small. However, events from a trigger on Calo E/T with a minimum trigger threshold of
100 GeV (solid curve), show a substantial fraction identified as halo (blue triangles), since the
trigger preferentially selects events in which the beam-halo muon has deposited large amounts

Filter example: 
if the energy in the 
crystals around have 

small energy compared to 
central crystal, then this 
is (most likely) a spike 
(Swiss cross filter) 
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SM Background: W+Jets
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๏ W bosons are produced in LHC 
collisions, recoiling against a 
jet 

๏ 30% of the time the W decays to 
a lepton and a neutrino 

๏ Sometimes the lepton is not 
reconstructed. The event looks 
like monojet 

๏ We can predict how many events 
like this we expect, counting 
the events for which we see the 
leptons (we know the probability 
of missing the lepton)



MET

ν

ν

_

JET

SM Background: z+Jets
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๏ Z bosons are produced in LHC 
collisions, recoiling against a 
jet 

๏ ~20% of the time the Z decays 
to a neutrino pair 

๏ ~10% of the time the Z decays 
to a lepton pair 

๏ We can predict how many events 
with neutrinos we expect, 
counting the events for which 
we see the leptons (we know the 
probability of missing the 
lepton)



Search Strategy

7

Table 1: Number of events selected at each step of the analysis and for the following values of
E

miss
T ; E

miss
T > 250, 300, 350, 400, 450, 500, 550 GeV. Backgrounds are obtained from MC and

normalised as described in the text. Also shown are the number of events generated for each
process and the corresponding cross section used.

Selection W+jets Z+j Z(nn)+j tt̄ QCD Single top Total
Cross section (pb) 229.0 34.1 588.3 225.2 1904.8 113.5
Generated 1.27e7 2.6e6 1.05e7 6.92e6 2.29e7 7.05e6 6.3e7
Preselection 255647 20348 106463 50520 46076 7334 486389
NJets  2 183861 15056 80792 8585 15238 2723 306254
Df(j1, j2) < 2 166743 13798 75397 7150 585 2217 265890
Muon veto 73439 800 75395 2639 562 868 153703
Electron veto 54236 531 75374 1603 543 610 132898
Tau veto 52098 491 74870 1506 526 573 130064
E

miss
T > 250 GeV 16528 120 28818 470 177 156 46269

E
miss
T > 300 GeV 6031 40 11999 175 76 52 18373

E
miss
T > 350 GeV 2486 17 5469 72 23 20 8087

E
miss
T > 400 GeV 1109 7 2679 32 3 7 3837

E
miss
T > 450 GeV 537 4 1406 13 2 2 1964

E
miss
T > 500 GeV 277 1 766 6 1 1 1053

E
miss
T > 550 GeV 136 1 429 3 0 0 569

Table 2: Event yields for the Z(µµ) data control sample and the backgrounds from MC.
Z+jets W+jets Z(nn) tt̄ Single t QCD All MC Data

E
miss
T > 250 3405.2 0.5 0.0 27.4 10.6 0.0 3444 3626

E
miss
T > 300 1493.7 0.0 0.0 8.8 4.1 0.0 1507 1485

E
miss
T > 350 696.2 0.0 0.0 4.4 3.1 0.0 704 663

E
miss
T > 400 344.9 0.0 0.0 0.6 0.3 0.0 346 323

E
miss
T > 450 177.1 0.0 0.0 0.0 0.0 0.0 177 173

E
miss
T > 500 97.1 0.0 0.0 0.0 0.0 0.0 97 84

E
miss
T > 550 54.4 0.0 0.0 0.0 0.0 0.0 54 47

using:

N(Z(nn)) =
N

obs � N
bgd

A ⇥ e
· R

✓
Z(nn)
Z(µµ)

◆
(1)

where N
obs is the number of dimuon events observed, N

bgd is the estimated number of back-
ground events contributing to the dimuon sample, A is the acceptance, e is the selection ef-
ficiency for the event, and R is the ratio of branching fractions for the Z decay to a pair of
neutrinos and to a pair of muons. The acceptance A is defined as the fraction of simulated
events that pass all signal selection requirements (except muon veto) and have two muons
with pT > 20 GeV/c and |h| < 2.1 and with an invariant mass within the Z mass window. The
selection efficiency e is defined as the fraction of events passing acceptance cuts that have two
reconstructed muons with pT > 20 GeV/c and |h| < 2.1 and with an invariant mass within the
Z mass window. The muon selection efficiency is also estimated from simulation but corrected
to account for differences in the measured efficiency between data and MC.

The final prediction for the number of Z(nn) events is given in Table 3. The uncertainty on the
prediction includes both statistical and systematic contributions. The sources of uncertainty
are: (i) the statistical uncertainty on the number of Z(µµ) events in the data and simulation, (ii)
uncertainty from backgrounds, (ii) uncertainties on the acceptance from PDF uncertainties and
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๏ Events are selected 
requiring a high-
energy jet and large 
missing transverse 
energy 

๏ The same selection is 
applied to events 
with 1 or 2 leptons  

๏ Simulation is use to 
connect the samples
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Table 1: Number of events selected at each step of the analysis and for the following values of
E

miss
T ; E

miss
T > 250, 300, 350, 400, 450, 500, 550 GeV. Backgrounds are obtained from MC and

normalised as described in the text. Also shown are the number of events generated for each
process and the corresponding cross section used.

Selection W+jets Z+j Z(nn)+j tt̄ QCD Single top Total
Cross section (pb) 229.0 34.1 588.3 225.2 1904.8 113.5
Generated 1.27e7 2.6e6 1.05e7 6.92e6 2.29e7 7.05e6 6.3e7
Preselection 255647 20348 106463 50520 46076 7334 486389
NJets  2 183861 15056 80792 8585 15238 2723 306254
Df(j1, j2) < 2 166743 13798 75397 7150 585 2217 265890
Muon veto 73439 800 75395 2639 562 868 153703
Electron veto 54236 531 75374 1603 543 610 132898
Tau veto 52098 491 74870 1506 526 573 130064
E

miss
T > 250 GeV 16528 120 28818 470 177 156 46269

E
miss
T > 300 GeV 6031 40 11999 175 76 52 18373

E
miss
T > 350 GeV 2486 17 5469 72 23 20 8087

E
miss
T > 400 GeV 1109 7 2679 32 3 7 3837

E
miss
T > 450 GeV 537 4 1406 13 2 2 1964

E
miss
T > 500 GeV 277 1 766 6 1 1 1053

E
miss
T > 550 GeV 136 1 429 3 0 0 569

Table 2: Event yields for the Z(µµ) data control sample and the backgrounds from MC.
Z+jets W+jets Z(nn) tt̄ Single t QCD All MC Data

E
miss
T > 250 3405.2 0.5 0.0 27.4 10.6 0.0 3444 3626

E
miss
T > 300 1493.7 0.0 0.0 8.8 4.1 0.0 1507 1485

E
miss
T > 350 696.2 0.0 0.0 4.4 3.1 0.0 704 663

E
miss
T > 400 344.9 0.0 0.0 0.6 0.3 0.0 346 323

E
miss
T > 450 177.1 0.0 0.0 0.0 0.0 0.0 177 173

E
miss
T > 500 97.1 0.0 0.0 0.0 0.0 0.0 97 84

E
miss
T > 550 54.4 0.0 0.0 0.0 0.0 0.0 54 47

using:

N(Z(nn)) =
N

obs � N
bgd

A ⇥ e
· R

✓
Z(nn)
Z(µµ)

◆
(1)

where N
obs is the number of dimuon events observed, N

bgd is the estimated number of back-
ground events contributing to the dimuon sample, A is the acceptance, e is the selection ef-
ficiency for the event, and R is the ratio of branching fractions for the Z decay to a pair of
neutrinos and to a pair of muons. The acceptance A is defined as the fraction of simulated
events that pass all signal selection requirements (except muon veto) and have two muons
with pT > 20 GeV/c and |h| < 2.1 and with an invariant mass within the Z mass window. The
selection efficiency e is defined as the fraction of events passing acceptance cuts that have two
reconstructed muons with pT > 20 GeV/c and |h| < 2.1 and with an invariant mass within the
Z mass window. The muon selection efficiency is also estimated from simulation but corrected
to account for differences in the measured efficiency between data and MC.

The final prediction for the number of Z(nn) events is given in Table 3. The uncertainty on the
prediction includes both statistical and systematic contributions. The sources of uncertainty
are: (i) the statistical uncertainty on the number of Z(µµ) events in the data and simulation, (ii)
uncertainty from backgrounds, (ii) uncertainties on the acceptance from PDF uncertainties and
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Figure 1: Plots of basic selection variables for jets. The figures are shown with all analysis cuts
applied. The Df(j1, j2) cut has not been applied to the Df(j1, j2) distribution and the third jet
veto has not been applied to the jet multiplicity distribution to show the effectiveness of these
cuts in reducing background. The leading SM backgrounds from Z(nn) and W+jet events are
normalised using a data-driven technique.
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Figure 1: Plots of basic selection variables for jets. The figures are shown with all analysis cuts
applied. The Df(j1, j2) cut has not been applied to the Df(j1, j2) distribution and the third jet
veto has not been applied to the jet multiplicity distribution to show the effectiveness of these
cuts in reducing background. The leading SM backgrounds from Z(nn) and W+jet events are
normalised using a data-driven technique.
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๏ Events are selected 
requiring a high-
energy jet and large 
missing transverse 
energy 

๏ The same selection is 
applied to events 
with 1 or 2 leptons  

๏ Simulation is use to 
connect the samples



Search Strategy6 5 Background estimate from data

 [GeV] T
missE

200 300 400 500 600 700 800 900 1000
Ev

en
ts

 / 
25

 G
eV

1

10

210

310

410

510

610

710 νν→Z

νl→W

tt
t

QCD
-l+l→Z

 = 3δ= 2 TeV, DADD M

 = 1 GeVχ = 892 GeV, MΛDM 
 = 2 TeVUΛ=1.7, 

U
Unparticles d

Data

CMS Preliminary
 = 8 TeVs

-1L dt = 19.5 fb∫

 [GeV] T
missE

200 300 400 500 600 700 800 900 1000

D
at

a 
/ M

C

0
0.5

1
1.5

2

Figure 2: Missing transverse momentum E
miss
T after all selection cuts for data and SM back-

grounds. Representative signal distributions for dark matter, ADD and Unparticles are also
overlaid. Events with E

miss
T > 1 TeV are included in the overflow bin.
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Figure 3: The dimuon invariant mass and dimuon pT distributions for data (black full points
with error bars) and simulation (histogram) for 60 < Mµµ < 120 GeV/c

2. The MC prediction
has been normalized to the data yields. There is no significant non-Z background.

to Z+jets where the Z decays to muons. By treating the pair of muons as a pair of neutrinos, the
topology of the Z(nn) process is reproduced. The number of Z(nn) events can then be predicted
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๏ Events are selected 
requiring a high-
energy jet and large 
missing transverse 
energy 

๏ The same selection is 
applied to events 
with 1 or 2 leptons  

๏ Simulation is use to 
connect the samples

๏ The prediction agrees 
with the expectation, 
ie. no signal is 
found



interpretation
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๏ In absence of a signal, 
the result is 
interpreted as an 
exclusion limit (at 95% 
confidence level) on 
the existence of Dark 
Matter 

๏ Several scenarios 
considered, depending 
on the nature of the 
mediator (simplified 
models not directly 
connected to SUSY)
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๏ In absence of a signal, 
the result is 
interpreted as an 
exclusion limit (at 95% 
confidence level) on 
the existence of Dark 
Matter 

๏ Several scenarios 
considered, depending 
on the nature of the 
mediator (simplified 
models not directly 
connected to SUSY)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2016-27/


Search for Dark Matter in Events with a Hadronically Decaying W or Z Boson and

Missing Transverse Momentum in pp Collisions at
p
s = 8 TeV with the ATLAS

Detector

ATLAS Collaboration

A search is presented for dark matter pair production in association with a W or Z boson in
pp collisions representing 20.3 fb�1 of integrated luminosity at

p
s = 8 TeV using data recorded

with the ATLAS detector at the Large Hadron Collider. Events with a hadronic jet with the jet
mass consistent with a W or Z boson, and with large missing transverse momentum are analyzed.
The data are consistent with the standard model expectations. Limits are set on the mass scale in
e↵ective field theories that describe the interaction of dark matter and standard model particles, and
on the cross section of Higgs production and decay to invisible particles. In addition, cross section
limits on the anomalous production of W or Z bosons with large missing transverse momentum are
set in two fiducial regions.

PACS numbers: 13.85.Rm,14.70.Fm,14.70.Hp,14.80.Bn,95.35.+d

Although the presence of dark matter in the Universe
is well established, little is known of its particle nature
or its nongravitational interactions. A suite of experi-
ments is searching for a weakly interacting massive par-
ticle (WIMP), denoted by �, and for interactions between
� and standard model (SM) particles [1].

One critical component of this program is the search
for pair production of WIMPs at particle colliders, specif-
ically pp ! ��̄ at the Large Hadron Collider (LHC) via
some unknown intermediate state. These searches have
greatest sensitivity at low WIMP mass m�, where direct
detection experiments are less powerful. At the LHC, the
final-state WIMPs are invisible to the detectors, but the
events can be detected if there is associated initial-state
radiation of a SM particle [2]; an example is shown in
Fig. 1.

The Tevatron and LHC collaborations have reported
limits on the cross section of pp ! ��̄ + X where X

is a hadronic jet [2–4] or a photon [5, 6]. Other LHC
data have been reinterpreted to constrain models where
X is a leptonically decaying W [7] or Z boson [8, 9]. In
each case, limits are reported in terms of the mass scale
M⇤ of the unknown interaction expressed in an e↵ective
field theory as a four-point contact interaction [10–18].
In the models considered until now, the strongest lim-
its come from monojet analyses, due to the large rate
of gluon or quark initial-state radiation relative to pho-
ton, W or Z boson radiation. The operators studied in
these monojet and monophoton searches assume equal
couplings of the dark matter particles to up-type and
down-type quarks [C(u) = C(d)]. For W boson radia-
tion there is interference between the diagrams in which
the W boson is radiated from the u quark or the d quark.
In the case of equal coupling, the interference is destruc-
tive and gives a smallW boson emission rate. If, however,
the up-type and down-type couplings have opposite signs
[C(u) = �C(d)] to give constructive interference, the rel-

ative rates of gluon, photon, W or Z boson emission can
change dramatically [7], such that mono-W -boson pro-
duction is the dominant process.

d

u
+

W

χ

χ

d

u

+
W

χ

χ

FIG. 1: Pair production of WIMPs (��̄) in proton–proton
collisions at the LHC via an unknown intermediate state, with
initial-state radiation of a W boson.

In this Letter, a search is reported for the production
of W or Z bosons decaying hadronically (to qq̄

0 or qq̄,
respectively) and reconstructed as a single massive jet
in association with large missing transverse momentum
from the undetected ��̄ particles. This search, the first
of its kind, is sensitive to WIMP pair production, as well
as to other dark-matter-related models, such as invisible
Higgs boson decays (WH or ZH production with H !
��̄).

The ATLAS detector [19] at the LHC covers the pseu-
dorapidity [20] range |⌘| < 4.9 and the full azimuthal an-
gle �. It consists of an inner tracking detector surrounded
by a thin superconducting solenoid, electromagnetic and
hadronic calorimeters, and an external muon spectrom-
eter incorporating large superconducting toroidal mag-
nets. A three-level trigger system is used to select inter-
esting events for recording and subsequent o✏ine analy-
sis. Only data for which beams were stable and all sub-
systems described above were operational are used. Ap-
plying these requirements to pp collision data, taken at
a center-of-mass energy of

p
s = 8 TeV during the 2012

Search for dark matter in events with a Z boson and missing transverse momentum in
pp collisions at

p
s = 8 TeV with the ATLAS detector

(Dated: July 8, 2014)

A search is presented for production of dark matter particles recoiling against a leptonically
decaying Z boson in 20.3 fb�1 of pp collisions at

p
s = 8 TeV with the ATLAS detector at the Large

Hadron Collider. Events with large missing transverse momentum and two oppositely-charged
electrons or muons consistent with the decay of a Z boson are analyzed. No excess above the
Standard Model prediction is observed. Limits are set on the mass scale of the contact interaction
as a function of the dark matter particle mass using an e↵ective field theory description of the
interaction of dark matter with quarks or with Z bosons. Limits are also set on the coupling and
mediator mass of a model in which the interaction is mediated by a scalar particle.

PACS numbers: 13.85.Rm,14.70.Hp,14.80.Nb

Astrophysical measurements indicate the existence of
non-baryonic dark matter [1, 2]. However, collider based
searches, nuclear scattering experiments, and searches for
particles produced from dark-matter annihilation have
not yet revealed its particle nature nor discovered its
non-gravitational interactions, if they exist [3]. Collider-
based searches for weakly interacting massive particles
(WIMPs, denoted as �), specifically pp ! ��̄+X at the
Large Hadron Collider (LHC) via some unknown inter-
mediate state, are an important facet of the experimen-
tal program and provide sensitivity over a broad range of
values of the WIMP mass, m�, including for low masses
where direct detection experiments are less sensitive. The
presence of dark-matter particles, not directly observable
in a collider detector, can be inferred from their recoil
against Standard Model (SM) particles. The LHC col-
laborations have reported limits on the cross section for
the process that includes initial state radiation (ISR),
pp ! ��̄+X, where the ISR component X is a hadronic
jet [4, 5], a photon [6, 7], or a W or Z boson decaying
hadronically [8]. Limits on dark matter produced in the
decay of the Higgs boson have also been reported [9]. In
this analysis, limits are set using the final state of a Z
boson decaying to two oppositely charged electrons or
muons, plus missing transverse momentum, Emiss

T .
Since the nature of the intermediate state mediating

the parton–WIMP interaction is not known, a useful ap-
proach is to construct an e↵ective field theory (EFT) [10–
12]. EFTs have often been used to describe interactions
between dark-matter particles and quarks or gluons, but
they have recently been extended to describe direct inter-
actions with electroweak bosons [13–15]. In the context
of the EFT framework, the WIMP is considered to be
the only new particle accessible at LHC energies, in ad-
dition to the SM fields. The mediator of the interaction
is assumed to be heavy compared to the typical parton
interaction energies involved, and the dark-matter parti-
cles are also assumed to be produced in pairs.

The EFTs considered in this analysis, depicted in
Fig. 1, are expressed in terms of two parameters: m� and
a mass scale, M?, described in Ref. [10]. M? parameter-
izes the coupling between the WIMP and SM particles,
where the coupling strength is normalized, or in inverse
proportion, to the heavy-mediator mass scale. The coef-

Z

�

�̄

q

q̄

(a)

q

q̄

Z/��

Z

�

�̄

(b)

FIG. 1. The diagrams showing di↵erent types of pp ! ��̄+Z
production modes considered in this analysis [13]. Figure (a)
shows a diagram that includes an ISR operator, and figure
(b) shows a diagram that includes a ZZ�� operator.

ficients of the Lagrangian’s interaction terms appear as
powers of M?, e.g. for the D1 operator as 1/M3

? and for
the D5 and D9 operators as 1/M2

? . The definition of the
D1, D5, and D9 operators and the region of validity of
the EFT limits are discussed in Ref. [10, 16].
Following the approach of Ref. [13], the coupling of

dark matter to electroweak bosons is considered for
dimension-5 and dimension-7 operators. The dimension-
7 operator couples dark matter to Z�⇤ as well as ZZ.
Since a Z boson is in the final state for each operator,
intermediate states with a Z or �⇤ each contribute to the
matrix element. The relative contribution of the Z and
�⇤ diagrams is a parameter of the theory.
This analysis considers models of dark-matter produc-

tion where a Z boson is radiated as ISR or interacts di-
rectly with WIMPs. The latter case of an interaction
between a Z-boson and a WIMP is a process not previ-
ously investigated in the analysis of LHC experiments.
To complement the EFT analysis, this paper also ex-

amines the results in terms of a model in which the in-
termediate state is specified [17]. In this model a scalar-
mediator ⌘, with mass m⌘, and a scalar–WIMP coupling
strength f is responsible for the production of the dark-
matter particles. The mediator ⌘ transforms as a color
triplet and an electroweak doublet, and has a hyper-
charge of 1/3. The production cross section is propor-

More Than Monojet
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๏ Depending on the nature of the mediator, DM could couple to more than quarks 

๏ Different mediators give different LHC phenomenology 

๏ Useful to test the assumptions behind the xsec scattering plot (and possibly 
clarify the situation). Eg W emission tests differences between u and d 
quarks (hence, neutrons and protons)
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Figure 3. 95% CL observed and expected exclusion regions in Mmed�mDM plane for di↵erent /ET

based DM searches from CMS in the lepto-phobic Axial-vector model. Following the recommendation
of the LHC DM working group [1, 2], the exclusions are computed for a universal quark coupling
gq = 0.25 and for a DM coupling of gDM = 1.0. It should also be noted that the absolute exclusion
of the di↵erent searches as well as their relative importance, will strongly depend on the chosen
coupling and model scenario. Therefore, the exclusion regions, relic density contours, and unitarity
curve shown in this plot are not applicable to other choices of coupling values or model.
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https://twiki.cern.ch/twiki/pub/CMSPublic/PhysicsResultsEXO/DM-summary-plots-Jul17.pdf
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๏ Within the model-dependent assumptions of these simplified models, one 
can draw the LHC bounds on the same plane as the underground experiments 

๏ Sensitivity at low masses 

๏ Complementarity with different experiments in different scenarios

3 Limits translated into the Direct Detection planes
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the limits are shown at 90% CL. The CMS contour in the SD plane is for an Axial-vector mediator,
Dirac DM and couplings gq = 0.25 and gDM = 1.0. The SD exclusion contour is compared with
limits from PICASSO and PICO experiments, the IceCube limit for the tt̄, bb̄ annihilation channels,
and the Super-Kamiokande limit for the bb̄ annihilation channel. It should be noted that the CMS
limits do not include a constraint on the relic density and also the absolute exclusion of the di↵erent
CMS searches as well as their relative importance will strongly depend on the chosen coupling and
model scenario. Therefore, the shown CMS exclusion regions in this plot are not applicable to other
choices of coupling values or models.
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the limits are shown at 90% CL. The CMS contour in the SI plane is for a Vector mediator, Dirac
DM and couplings gq = 0.25 and gDM = 1.0. The CMS SI exclusion contour is compared with the
XENON1T 2017, LUX 2016, PandaX-II 2016, CDMSLite 2015 and CRESST-II 2015 limits, which
constitutes the strongest documented constraints in the shown mass range. It should be noted that
the CMS limits do not include a constraint on the relic density and also the absolute exclusion of
the di↵erent CMS searches as well as their relative importance will strongly depend on the chosen
coupling and model scenario. Therefore, the shown CMS exclusion regions in this plot are not
applicable to other choices of coupling values or models.
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๏ The typical 
signature:  a lot of 
energy seen in the 
detector, recoiling 
against a lot of MET 

๏ Several variables to 
quantify this 
behavior:

A “classic” SuSY search

 31



๏ The main ingredient to the search is a 
kinematic plane.  

๏ A measurement of the event energy (HT, Meff, 
MR) 

๏ A measurement of the unbalancing 
(MET,αT,MT2,R) 

๏ The background on the tail is measured from the 
core, using transfer factors from MC

Search Strategy

 32

Meff
≥3b sample

2b sample
1b sample

0b sample

mT

1l sample

W+jet/tt+jets

signal region

0l sample

Meff

W+jet/tt+jets

SUSY

Nevents

๏ The searches are repeated 
for different final states 

๏ Searching for specific 
signals (e.g. stop 
production) advanced 
techniques (e.g. BDT) 
could be used 



๏ For final states with leptons, situation 
is similar to monojet (W+jets, tt, ..) 

๏ QCD is an extra problem for all-jets 
final states 

๏ when jet pT mismeasured, fake MET 
arises and event ends in tails of 
kinematic distributions 

๏ Need to “measure” the probability of 
this from data 

๏ MC statistics usually insufficient ! 
large errors on MC scale factors 

๏ Often, analytic extrapolation from 
sidebands used instead

Main Backgrounds
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mismeasured jet

Fake MET

mismeasured jet



๏ αT = 0.5 for perfectly balanced dijet events / <0.5 for dijet + 
mismeasurements 

๏ EW main bkg after αT cut 

๏ QCD events could leak to αT>0.5 because of detector effects (rare) 

๏ large fraction of signal events removed  (efficiency vs purity)

αT: ReJecting qCD
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3

of the trigger over the period of data collection, a small inefficiency of 0.99+0.01
�0.02 is encountered

in the lowest HT = 275 GeV bin and corrected for. In the HT = 325 GeV (375 GeV) bins, the
trigger is fully efficient with a statistical uncertainty of 3.4% (3.2%).

A suite of prescaled HT triggers is used to select events which stem mainly in QCD multi-jet
production. A photon control sample to constrain the background from Z ! nn̄ events is
selected with a single object photon trigger.

The analysis follows closely Ref. [1]. Events with two or more high-pT jets, reconstructed using
the anti-kT algorithm [10] with a size parameter of 0.5 are selected. Jets are required to have
ET > 50 GeV, |h| < 3 and to pass jet identification criteria [11] designed to reject spurious
signals and noise in the calorimeters. The pseudorapidity of the jet with the highest ET (leading
jet) is required to be within |h| < 2.5, and the transverse energy of each of the two leading jets
must exceed 100 GeV.

Events with jets passing the ET threshold but not satisfying the jet identification criteria or the
h acceptance requirement are vetoed, as this deposited energy is not accounted for in the event
kinematics. Similarly, events in which an isolated lepton (electron or muon) with pT > 10 GeV
is identified are rejected to suppress events with genuine missing energy from neutrinos. The
electron and muon selection requirements are described in [12] and [13], respectively. Further-
more, to select a pure multi-jet topology, events are vetoed in which an isolated photon [14]
with pT > 25 GeV is found.

Events are required to satisfy HT > 275 GeV. As the main discriminator against QCD multijet
production the variable aT, defined for di-jet events as:

aT =
ET

jet2
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,

is used and events are required to have aT > 0.55. In events with jet multiplicity n > 2, two
pseudo-jets are formed following Ref. [1] and Eq. 2 is applied to the pseudo-jets.

To protect against multiple jets failing the ET > 50 GeV selection requirement, the jet-based
estimate of the missing transverse energy, H/T, is compared to the calorimeter tower-based esti-
mate, E/T

calo, and events with Rmiss = H/T/E/T
calo > 1.25 are rejected.

Finally, to protect against severe energy losses, events with significant jet mismeasurements
caused by masked regions in the ECAL (which amount to about 1% of the ECAL channel
count), or by missing instrumentation in the barrel-endcap gap, are removed with the follow-
ing procedure. The jet-based estimate of the missing transverse energy, H/T, is used to identify
jets most likely to have given rise to the H/T as those whose momentum is closest in f to the
total ~H/T which results after removing them from the event. The azimuthal distance between
this jet and the recomputed H/T is referred to as Df⇤ in what follows. Events with Df⇤ < 0.5 are
rejected if the distance in the (h, f) plane between the selected jet and the closest masked ECAL
region, DRECAL, is smaller than 0.3. Similarly, events are rejected if the jet points within 0.3 in h
of the ECAL barrel-endcap gap at |h| = 1.5.

To increase the sensitivity to higher-mass states, we carry out a shape analysis over the entire
HT > 275 GeV region. This requires that the Standard Model background estimation methods
which are based on data control samples, provide an estimate of the background for each of the
HT bins in the signal region with HT > 275 GeV. The background estimation methods based on
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Figure 1: Comparisons of basic quantities before the aT selection cuts.

2.2 HT Dependence of RaT

The ratio RaT = N
aT>q/N

aT<q exhibits no dependence on HT if q is chosen such that the nu-
merator of the ratio in all HT bins is dominated by tt, W +jets and Z ! nn̄+jets events (referred
to in the following as EWK) and there is no significant contribution from events from QCD
multi-jet production [1]. This is demonstrated in Figure 3, using MC simulations for the cut
value q = 0.55 over the range 275 < HT < 975 GeV.

One important ingredient in the RaT method is the scaling of the jet pT thresholds in the low HT
bins to maintain jet multiplicities and thus comparable event kinematics and topologies in the
different HT bins. This is especially important in the case of the tt background, which have on

15
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contribution from benchmark point LM6 is indicated as
well (magenta line).
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Figure 7: Result of the combined fit to the hadronic, muon and photon samples.
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2

ET/ /HT/ cut 300 350 400 450 500 550 600 650 700

ET/
σsusy(fb) 864. 759. 645. 526. 397. 257. 143. 81.9 51.1

S/B 0.7 1.0 1.3 1.7 1.8 2.0 1.8 1.5 1.4

HT/
σsusy(fb) 862. 757. 639. 521. 379. 229. 128. 74.5 47.4

S/B 0.7 1.0 1.3 1.7 1.9 1.8 1.7 1.5 1.3

TABLE I: For dijet events passing the cuts described in the
text, the dependence of the signal cross section and signal-
to-background (S/B) on a variable ET/ cut (top), and on a
variable HT/ cut (bottom). All energies are in GeV.

events passing all cuts.

• α: which we define as the ratio of the pT of the
second hardest jet and the invariant mass formed
from the two hardest jets,

α ≡
pT 2

mjj
. (1)

As far as we know, this variable has not been con-
sidered previously. Background events generally
trail off at α = 0.5, whereas supersymmetry events
with invisible decay products can easily have larger
α. Large α tends to arise in events in which the jets
are not back-to-back. As one extreme example, if
the two jets are nearly aligned, their invariant mass
can be quite small, leading to very large α.

Because of the background’s sharp drop-off around
α = 0.5, this variable is potentially useful as a diag-
nostic tool for analyzing two jet events and cleanly
separating signal events from QCD.

• ∆φ: the azimuthal angle between the two hardest
jets. Azimuthal angle is often used in conjunction
with missing transverse energy, and ∆φ was among
the variables used in the dijet SUSY search at D0
[1].

• MT2 [14]: which is defined for events in which two
particles of the same mass undergo identical semi-
invisible decays, as

MT2(χ) = min
q/1+q/2=p/T

{max[mT (p1, q1/ , χ), mT (p2, q2/ , χ)]},

(2)
where p1 and p2 are the momenta of the visible par-
ticles, pT/ is the missing transverse momentum of
the event, and mT is the transverse mass function,
which depends on an assumed value χ of the invis-
ible particle’s mass. In calculating MT2(χ) we use
the missing transverse momentum as determined
by the dijet system alone.

If χ is taken to be equal to the mass of the in-
visible particle, the MT2 distribution will have an
endpoint at the mass of the decaying particle. Not
knowing this mass, MT2 endpoints still constrain
the masses of the decaying and invisible particles,
as emphasized in [14] and used below.

We consider these variables singly and in tandem.
We find the first two variables are useful in that one
can choose parameter-independent cuts that give sizable
S/B, whereas the last variable, though more parameter-
dependent in its optimization, might ultimately maxi-
mize S/B. Since the advantage is not overwhelming, we
expect all the variables could prove useful, either at the
trigger or analysis level. Because they are dimensionless,
the first two variables might have the further advantage
of being less sensitive to absolute energy scale, and might
therefore have lower systematic errors.

For all our analyses, we select events in which exactly
two jets have pT > 50 GeV, with no isolated leptons,
photons, or τ jets. One could attempt to achieve better
background rejection by an additional veto on extra jets
with lower pT . In general, we have chosen felicitous cuts
but have not pursued a careful optimization, which will
be more appropriate at the full-detector-simulation level.

A gluino that is only slightly heavier than the squarks
arises naturally in models with supersymmetry broken at
a high scale, as renomalization-group effects prevent the
squarks from being hierarchically lighter than the gluino.
For our analyses we specify parameters at the high scale
and use the SUSY-HIT package [6] to calculate super-
partner masses and decay branching ratios. In the rel-
evant parameter regions, the signal depends strongly on
M1/2, the unified gaugino mass at the high scale, and is
less sensitive to M0, the unified scalar mass, because the
squark mass is dominated by gauge-loop contributions.
We set the other SUSY parameters to be tanβ = 10,
A0 = 0, and µ > 0.

The backgrounds included in our analyses are QCD,
(W → lν)/(Z → νν)+jets, and tt. We have checked
that diboson+jets production does not significantly mod-
ify our results. The QCD and tt samples were generated
with Pythia 6.4 [7], and Z/W+jets with Alpgen 2.12
[8]. Fully showered and hadronized events were then
passed to the PGS 4.0 detector simulator [9], with the
energy smearing in the hadronic calorimeter given by
∆E/E = 0.8/

√

E/GeV and the calorimeter granular-
ity set to (∆φ × ∆η) = (0.1 × 0.1). Jets were defined
using a cone algorithm with ∆R = 0.4.

A K-factor of 2 is applied to the QCD sample, but no
K-factor is used for W/Z production, because the most
important contributions come from W/Z+2 jets, which
are not enhanced at NLO [10]. (After cuts, W/Z produc-
tion ends up being the dominant background to SUSY
dijet events, so to include a K-factor one can simply di-
vide our signal-to-background ratios by K.) For tt we
use σ = 830 pb as the NLO production cross section [11].
Including the K factors our samples sizes are ∼ 0.8 fb−1

for QCD, ∼ 20 fb−1 for tt, and ∼ 100 fb−1 for W/Z. Ap-
propriate generator-level kinematic cuts were imposed to
obtain the QCD and W/Z samples.

SUSY samples were also generated with Pythia. For
each parameter point we use Prospino 2.0 [12] to calculate
an appropriate K-factor from the NLO cross section for
squark pair production [13].

Randall & Tucker-Smith

๏ After αT cut the signal looks similar 
to  bkg in αT 

๏ another variable needs to be used to 
characterize the signal 

๏ HT used by CMS 
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๏ We are looking for events 
with two undetected neutral 
particles leaving the 
detector 

๏ We measure the sum of their 
pT as MET 

๏ This is similar to the 
detection of the W, for which 
the edge of the mT 
distribution is used 

๏ The presence of two missing 
particles make the picture 
more complicated. But the 
physics intuition holds

MT2: two missing particles
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which starts with a definition and then works towards its consequences, are
directed to skip to section 3 where this approach is taken.

The concrete example which will be used here is taken from [7]. This pa-
per considered an (anomaly mediated) R-parity conserving supersymmetric
model whose key property was that it predicted a lightest chargino nearly
mass degenerate with the lightest neutralino. With particular choices of
model parameters, the only chargino decay mode available was:

χ+
1 → χ0

1π
+. (1)

Events containing two such decays, i.e. events containing two simultaneous
decays of an unseen particle of unknown mass into another invisible particle
of unknown mass and visible particle, are exactly the sort of events that we
hope to analyse with mT2. This we shall now begin to do.

Considering for the moment just one of the decays of the form (1), one
can write the Lorentz invariant statement

m2
χ+

1
= m2

π + m2
χ0

1
+ 2

[

Eπ
T E

χ0
1

T cosh(∆η) − pπ
T · pχ0

1
T

]

(2)

where pπ
T and p

χ0
1

T indicate pion and neutralino 2-vectors in the transverse
plane, and the transverse energies are defined by

Eπ
T =

√

(pπ
T )2 + m2

π and E
χ0

1
T =

√

(p
χ0

1
T )2 + m2

χ0
1

. (3)

Also

η =
1

2
log
[

E + pz

E − pz

]

(4)

is the true rapidity, so that

tanh η = pz/E , sinh η = pz/ET , cosh η = E/ET . (5)

In a hadron collider, only the transverse components of a missing par-
ticle’s momentum can be inferred, so it is useful to define the transverse
mass,

m2
T (pπ

T ,p
χ0

1
T ; mχ0

1
) ≡ m2

π+ + m2
χ0

1
+ 2(Eπ

T E
χ0

1
T − pπ

T · pχ0
1

T ) (6)

which, because cosh(x) ≥ 1, is less than or equal to the mass of the lightest
chargino, with equality only when the rapidity difference between the neu-
tralino and the pion, ∆ηχ0

1π is zero. All other ∆η lead to mT < mχ+
1
, so if we

knew the neutralino momentum, we could use mT to give an event by event
lower bound on the lightest chargino mass. mT was has been used this way
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๏ If we could see all the particles, we could compute 

๏ If we could measure pT(Χ0), but not pz(Χ0), the best we could do would be 

๏ Since cosh>1,  mT≤m, the equality holding for both pz(Χ0)=0. This means that max(mT) 
has an “edge” at m 

๏ For each event we have two values of mT (two copies of the same decay). Both are such 
that mT<m. This means that max(mT(1), mT(2))<m 

๏  We only know pT(Χ01)+ pT(Χ02)=ETmiss. A wrong assignment of the missing momenta 
brakes the mT<m condition. But the condition would hold for the correct assignment. 
This means that min(mT)<mT(true)<m.   

๏ This defined mT2 as

MT2: two missing particles
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lower bound on the lightest chargino mass. mT was has been used this way

4

in the measurement of the W± mass.
In events considered in this example, however, there are expected to be

two unseen lightest supersymmetric particles (LSPs).2 Since only the sum of
the missing transverse momentum of the two neutralinos is known, the best
that can be done is to evaluate the quantity

min
/q(1)

T
+/q(2)

T
=/p

T

[

max
{

m2
T (pπ(1)

T , /q(1)
T ; mχ0

1
), m2

T (pπ(2)

T , /q(2)
T ; mχ0

1
)
}]

(7)

which is thus a lower bound on the square of the transverse mass, mT , for
events where two decays of the type (1) occur. Note that this minimisation

has forced us to introduce a pair of dummy two-vectors /q(1)
T and /q(2)

T which,
constrained by the minimisation condition, parametrise our lack of knowledge
about the two true neutralino momenta. Finally, we must recognise that
under most circumstances, the value of mχ0

1
is unlikely to be known, or may

only be known with limited precision. In order to make our ignorance of mχ0
1

explicit, we thus define a new free parameter, χ, calling it the ‘neutralino
mass parameter’, intending it to denote any guess we might have as to the
true neutralino mass mχ0

1
. Using it in place of mχ, we convert (7) into the

following definition of a new kinematic variable:

m2
T2(χ) ≡ min

/q(1)
T

+/q(2)
T

=/p
T

[

max
{

m2
T (pπ(1)

T , /q(1)
T ; χ), m2

T (pπ(2)

T , /q(2)
T ; χ)

}]

. (8)

The quantity defined in (8) is the Cambridge mT2 variable which is the
subject of this document.

Staying within the framework of this example, we can now go on to
describe some of the the desirable model-independent properties which mT2

possesses.

2.1 Properties of mT 2(χ).

Firstly, is worth noting that the mT2 variable is not strictly a ‘variable’, and
would more correctly be termed a ‘function’, as it retains a dependence on
the unknown parameter χ. Ideally, χ would ideally be set equal to the mass
of the missing heavy particle, but in most of the situations in which the
variable is likely to be used, the mass of the invisible object is unlikely to be
known, or may only be known with a large uncertainty. The χ dependence
remains, therefore. A more detailed discussion of how this can affects the
use of mT2 takes place in section 2.2.2.

2Though there may also be other unseen particles – see section 2.2.1.

5



๏ The variable we have is a function of the mass of 
the LSP 

๏ SUSY characterisation:  

๏ Scan the LSP mass and look for the edge developing 
in your sample of SUSY events (if you have one...)

MT2: two missing particles
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3

[4] that the whole angular and pT dependence of MT2 is encoded in a variable AT

AT = E
vis(1)
T

E
vis(2)
T

+ ~p vis(1)
T

· ~p vis(2)
T

(4)

and that MT2 increases with increasing AT. Therefore, the minimum value of MT2 is reached in
configurations where (pseudo)jets are back-to-back and the maximum when they are parallel
to each other and with a large pT. In the simple case where mc = 0 is chosen and the visible
systems have zero mass, MT2 becomes

(MT2)
2 = 2AT = 2p

vis(1)
T

p
vis(2)
T

(1 + cosf12), (5)

where f12 is the angle between the two (pseudo)jets in the transverse plane. It is seen that this
corresponds to the transverse mass of system 1 with an unseen neutral particle of momentum
equal to the momentum of system 2 but opposite to it.

SUSY events with large expected E/T and large acoplanarity will be concentrated in the large
MT2 region. On the contrary, QCD dijet events, being back-to-back, will populate the region
of minimum MT2. This will be zero for massless (pseudo)jets if we choose mc = 0. Hence,
MT2 has a built-in protection against QCD jet mis-measurements, even if they have a large E/T .
However, mismeasured QCD multijet events may give rise to pseudojets away from the back-
to-back configuration, leading to MT2 > 0. For this reason, some protection against E/T from
mis-measurements still needs to be introduced. Furthermore, we find that defining pseudo-
jets as massless may be a good approach towards further suppressing QCD multijet events in
the MT2 tail. Other backgrounds consist of events containing true E/T , as these can lead to
(pseudo)jets away from the back-to-back topology. Candidates are tt̄ or W+jets with leptonic
decays and Z(! nn)+jets.

3 CMS detector

The central feature of the CMS apparatus is a superconducting solenoid 13m in length and 6m
in diameter which provides an axial magnetic field of 3.8 T. The bore of the solenoid is instru-
mented with various particle detection systems. The iron return yoke outside the solenoid is
in turn instrumented with gas detectors which are used to identify muons. Charged particle
trajectories are measured by the silicon pixel and strip tracker, covering 0 < f < 2p in azimuth
and |h| < 2.5, where the pseudorapidity h is defined as h = � log tan(q/2), with q being the
polar angle of the trajectory of the particle with respect to the counter-clockwise beam direction.
A lead tungstate crystal electromagnetic calorimeter (ECAL) and a brass-scintillator hadronic
calorimeter (HCAL) surround the tracking volume and cover the region |h| < 3. A quartz-steel
Cerenkov-radiation-based forward hadron calorimeter extends the coverage to |h|  5. The
detector is nearly hermetic, allowing for energy balance measurements in the plane transverse
to the beam directions. A detailed description of the CMS detector can be found elsewhere [8].

4 Data samples, triggers and event selection

The design of the analysis was developed on the basis of Monte Carlo simulation (MC). The MC
samples were generated with PYTHIA 6.4.22 [9] and MADGRAPH 5 v1.1 [10], and processed
with a detailed simulation of the CMS detector response based on GEANT4 [11]. In order to
have sufficient statistics in the tails of the distributions, also two large statistics Z and W +
jets samples were produced using a parametrized fast detector simulation of the CMS detector
response instead of the GEANT-based simulation. The events were reconstructed and analyzed

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

m[π]

m[χ1
+] - m[χ1

0]

mT4 ee
mT3 eπ
mT2 ππ

mTX(m[χ1
0]) - m[χ1

0] / GeV

Figure 3: Simulations of mTX(mχ0
1
)−mχ0

1
for X = 2, 3, 4 using a

simple phase-space Monte-Carlo generator program for a pair of
decays q̃ → χ+

1 q followed by χ+
1 → χ0

1 π or χ+
1 → χ0

1 e νe. As the
number of invisible particles increases, the proportion of events
near the upper limit decreases. Within the figure, subscripts are
indicated by square brackets.

those containing one of the following:

χ±
1 χ±

1 → {π±χ0
1π

±χ0
1, or e±νχ0

1π
±χ0

1, or e±νχ0
1e

±νχ0
1} .

The events had been produced by a phase-space-only Monte-Carlo generator.
Three distributions of the quantity mTX , defined in (14), were then generated
from each of these sets of events. Using the number of missing particles to
categorise these events, the values of mTX measured in each case are referred
to as mT2, mT3 and mT4. The resulting distributions for mTX(mχ0

1
) − mχ0

1

are shown in figure 3.
It has already been mentioned that a key property of mT2 is that the

kinematic endpoint of its distribution occurs at mmax
T2 (mχ0

1
) = mχ+

1
and so

it is reassuring to see in figure 3 that a large number of events reach this
endpoint. In the vicinity of the endpoint, the edge is seen to be sharp and
near vertical. This shows that at the partonic level a measurement of mmax

T2

would provide an excellent constraint on the masses of the sparticles involved.

9

๏ SUSY search: 

๏ Assume a mass value (eg mLSP=0) 

๏ Assume that the visible system in 
has 0 mass 

๏ An analytical expression for MT2 
is found 

๏ The edge is lost but we have an 
αT-like variable to kill the QCD

6.1 Event selection 7
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Figure 1: MT2 for massless pseudo-jets after having applied all selection cuts, with constant
binning (upper) and variable binning (lower). The last bin contains the overflow. The different
MC backgrounds are stacked on top of each other and normalized to 1.1 fb�1. The LM6 signal
distribution is normalized to the same integrated luminosity and overlayed on the Standard
Model backgrounds.
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2 3 The Razor Analysis

3 The Razor Analysis45

The razor kinematics is based on the generic process of the pair production of two heavy parti-46

cles, each decaying to an unseen particle plus jets. This includes SUSY signals with complicated47

and varied decay chains, or the simplest case of a pair of squarks each decaying to a quark and48

an LSP. All such processes are treated on an equal footing by forcing every event into a dijet49

topology; this is done by combining all jets in the event into two megajets. When an isolated50

lepton is present, it can be included in the megajets or not as explained in [2]. For the 1 fb�1
51

analysis the trigger requirements, pileup conditions, and pile-up subtraction dictate that iso-52

lated electrons enter the megajet reconstruction as jets, while isolated muons are not included53

in the megajet reconstruction and mimic the contributions of neutrinos. The megajet recon-54

struction is thus based on a calorimeter-driven view of the events.55

To the extent that the pair of megajets accurately reconstruct the visible portion of the under-56

lying parent particle decays, the signal kinematics is equivalent to pair production of heavy57

squarks q̃1, q̃2, with q̃i ! jic̃i, where the c̃i are LSPs and ji denotes the visible products of the58

decays. For simplicity we will use the approximation that the ji are massless.59

The standard computation of the cross section for such a process uses a parameterization of the60

phase space and the matrix element extracted from consideration of three preferred reference61

frames: the rest frames of the two squarks and the center of mass (CM) frame.62

In the rest frame of the ith squark, the 4-momenta of the squark and its decay products have63

the simple form64

pq̃i = Mq̃(1, 0) , (1)

pji =
MD

2
(1, ûi) , (2)

pci =
MD

2
(

1
bD

, �ûi) , (3)

where the ûi are unit vectors in the directions of the visible decay products,65

MD ⌘
M2

q̃ � M2
c̃

Mq̃
= 2Mc̃gDbD , (4)

and bD is the boost parameter to the rest frame of the LSP c̃i. The other preferred frame is the66

q̃1q̃2 CM frame, with67

pq̃1 = gCM Mq̃ (1, bCMûq̃) , (5)
pq̃2 = gCM Mq̃ (1, �bCMûq̃) , (6)

where ûq̃ is a unit vector in the direction of the first squark, and bCM is the boost parameter68

from the CM frame to the q̃1 rest frame. In the CM frame the energies of the visible decay69

products can be written70

Ej1 =
gCM MD

2
(1 + bCMûq̃ · û1) , (7)

Ej2 =
gCM MD

2
(1 + bCMûq̃ · û2) . (8)

If we could see the LSPs, we could 
boost back by βL, βT, and βCM

In this frame, we would then get 
|pj1| = |pj2|

Too many missing degrees of 
freedom to do just this

๏ Two squarks decaying to quark and LSP. In their 
rest frames, they are two copies of the same 
monochromatic decay. In this frame p(q) measures 
MΔ 

๏ In the lab frame, the two squarks are boosted 
longitudinally. The LSPs escape detection and the 
quarks are detected as two jets 

๏ In the rest frame of the two incoming partons, the 
two squarks recoil one against each other.



๏ In reality, the best we can do is to 
compensate the missing degrees of freedom 
with assumptions on the boost direction 

๏ The parton boost is forced to be 
longitudinal 

๏ The squark boost in the CM frame is 
assumed to be transverse  

๏ We can then determine the two by 
requiring that the two jets have the same 
momentum after the transformation 

๏ The transformed momentum defines the MR 
variable

The Razor Frame
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pj1

pj2

p*j1

p*j2

pRj1

pRj2

-βLR*

RAZOR
 CONDITION

|pRj1|= |pRj2|

-βTCM

βTCM

3

For the dilepton boxes, we analyze the data in the R
2-MR plane, inclusively in the b-tag multi-

plicity. The single lepton and hadronic boxes are binned according to their b-tag multiplicity:
1b-tag, 2b-tag, and � 3b-tag.

Table 1: Lepton, b-tag, kinematic, and jet multiplicity requirements for each of the ten boxes in
the razor analysis. The boxes are listed in decreasing hierarchy rank. The ranking is introduced
to unambiguously associate an event to a box.

Requirements
Box lepton b-tag kinematic jet

Dilepton Boxes

MuEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R

2 > 0.2)

MuMu � 1 tight muon and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R

2 > 0.2)

EleEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose electron (MR > 450 GeV or R

2 > 0.2)
Single Lepton Boxes

MuMultiJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 4 jets

(MR > 450 GeV or R
2 > 0.2)

MuJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and 2 or 3 jets

(MR > 450 GeV or R
2 > 0.2)

EleMultiJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 4 jets

(MR > 450 GeV or R
2 > 0.2)

EleJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and 2 or 3 jets

(MR > 450 GeV or R
2 > 0.2)

Hadronic Boxes

MultiJet none � 1 b-tag (MR > 400 GeV and R
2 > 0.25) and � 4 jets

(MR > 550 GeV or R
2 > 0.3)

2b-Jet none � 2 b-tag (MR > 400 GeV and R
2 > 0.25) and 2 or 3 jets

(MR > 550 GeV or R
2 > 0.3)

5 The razor variables and kinematic plane
The razor variables MR and R

2 are defined studying the dijet topology resulting from the pro-
duction of two squarks, each decaying to a quark and a stable neutralino.

The four-momenta of the two jets are used to compute the MR and M
T

R
variables, defined as

MR ⌘
q
(pj1 + pj2)

2 � (p
j1
z + p

j2
z )2 (1)

M
R

T
⌘

s
E

miss

T
(p

j1
T
+ p

j2
T
)� ~Emiss

T
·(~p j1

T
+ ~p j2

T
)

2
, (2)

where pji (p
ji
z) is the absolute value (the longitudinal component) of the ith-jet three-momentum.

M
T

R
is a transverse variable depending also on E

miss
T

while MR only depends on the jet four-
momenta (including the longitudinal components). The razor dimensionless ratio is defined
as

R ⌘ M
R

T

MR

. (3)

In this search, we investigate topologies more general than dijet plus missing particles. Each
event is treated as a dijetlike event by clustering the selected physics objects (jets and leptons),



๏ MR is boost invariant, even if defined from 
3D momenta 

๏ No information on the MET is used 

๏ The peak of the MR distribution provides an 
estimate of MΔ 

๏ MΔ could be also estimated as the “edge” of 
MTR 

๏ MTR is defined using transverse quantities 
and it is MET-related 

๏ The Razor (aka R) is defined as the ratio 
of the two variables 

The Razor variable
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3

For the dilepton boxes, we analyze the data in the R
2-MR plane, inclusively in the b-tag multi-

plicity. The single lepton and hadronic boxes are binned according to their b-tag multiplicity:
1b-tag, 2b-tag, and � 3b-tag.

Table 1: Lepton, b-tag, kinematic, and jet multiplicity requirements for each of the ten boxes in
the razor analysis. The boxes are listed in decreasing hierarchy rank. The ranking is introduced
to unambiguously associate an event to a box.

Requirements
Box lepton b-tag kinematic jet

Dilepton Boxes

MuEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R

2 > 0.2)

MuMu � 1 tight muon and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R

2 > 0.2)

EleEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose electron (MR > 450 GeV or R

2 > 0.2)
Single Lepton Boxes

MuMultiJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 4 jets

(MR > 450 GeV or R
2 > 0.2)

MuJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and 2 or 3 jets

(MR > 450 GeV or R
2 > 0.2)

EleMultiJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 4 jets

(MR > 450 GeV or R
2 > 0.2)

EleJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and 2 or 3 jets

(MR > 450 GeV or R
2 > 0.2)

Hadronic Boxes

MultiJet none � 1 b-tag (MR > 400 GeV and R
2 > 0.25) and � 4 jets

(MR > 550 GeV or R
2 > 0.3)

2b-Jet none � 2 b-tag (MR > 400 GeV and R
2 > 0.25) and 2 or 3 jets

(MR > 550 GeV or R
2 > 0.3)

5 The razor variables and kinematic plane
The razor variables MR and R

2 are defined studying the dijet topology resulting from the pro-
duction of two squarks, each decaying to a quark and a stable neutralino.

The four-momenta of the two jets are used to compute the MR and M
T

R
variables, defined as

MR ⌘
q
(pj1 + pj2)

2 � (p
j1
z + p

j2
z )2 (1)

M
R

T
⌘

s
E

miss

T
(p

j1
T
+ p

j2
T
)� ~Emiss

T
·(~p j1

T
+ ~p j2

T
)

2
, (2)

where pji (p
ji
z) is the absolute value (the longitudinal component) of the ith-jet three-momentum.

M
T

R
is a transverse variable depending also on E

miss
T

while MR only depends on the jet four-
momenta (including the longitudinal components). The razor dimensionless ratio is defined
as

R ⌘ M
R

T

MR

. (3)

In this search, we investigate topologies more general than dijet plus missing particles. Each
event is treated as a dijetlike event by clustering the selected physics objects (jets and leptons),
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For the dilepton boxes, we analyze the data in the R
2-MR plane, inclusively in the b-tag multi-

plicity. The single lepton and hadronic boxes are binned according to their b-tag multiplicity:
1b-tag, 2b-tag, and � 3b-tag.

Table 1: Lepton, b-tag, kinematic, and jet multiplicity requirements for each of the ten boxes in
the razor analysis. The boxes are listed in decreasing hierarchy rank. The ranking is introduced
to unambiguously associate an event to a box.

Requirements
Box lepton b-tag kinematic jet

Dilepton Boxes

MuEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R

2 > 0.2)

MuMu � 1 tight muon and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose muon (MR > 450 GeV or R

2 > 0.2)

EleEle � 1 tight electron and � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 2 jets� 1 loose electron (MR > 450 GeV or R

2 > 0.2)
Single Lepton Boxes

MuMultiJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 4 jets

(MR > 450 GeV or R
2 > 0.2)

MuJet � 1 tight muon � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and 2 or 3 jets

(MR > 450 GeV or R
2 > 0.2)

EleMultiJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and � 4 jets

(MR > 450 GeV or R
2 > 0.2)

EleJet � 1 tight electron � 1 b-tag (MR > 300 GeV and R
2 > 0.15) and 2 or 3 jets

(MR > 450 GeV or R
2 > 0.2)

Hadronic Boxes

MultiJet none � 1 b-tag (MR > 400 GeV and R
2 > 0.25) and � 4 jets

(MR > 550 GeV or R
2 > 0.3)

2b-Jet none � 2 b-tag (MR > 400 GeV and R
2 > 0.25) and 2 or 3 jets

(MR > 550 GeV or R
2 > 0.3)

5 The razor variables and kinematic plane
The razor variables MR and R

2 are defined studying the dijet topology resulting from the pro-
duction of two squarks, each decaying to a quark and a stable neutralino.

The four-momenta of the two jets are used to compute the MR and M
T

R
variables, defined as

MR ⌘
q
(pj1 + pj2)

2 � (p
j1
z + p

j2
z )2 (1)

M
R

T
⌘

s
E

miss

T
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j1
T
+ p

j2
T
)� ~Emiss

T
·(~p j1

T
+ ~p j2

T
)

2
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where pji (p
ji
z) is the absolute value (the longitudinal component) of the ith-jet three-momentum.

M
T

R
is a transverse variable depending also on E

miss
T

while MR only depends on the jet four-
momenta (including the longitudinal components). The razor dimensionless ratio is defined
as

R ⌘ M
R

T

MR

. (3)

In this search, we investigate topologies more general than dijet plus missing particles. Each
event is treated as a dijetlike event by clustering the selected physics objects (jets and leptons),



๏ Several approaches used 

๏ minimizing the HT difference between the mega-jets (aT CMS) 

๏ minimizing the invariant masses of the two jets (Razor CMS) 

๏ minimizing the Lund distance (MT2 CMS) 

๏ … 

๏ Eventually, all this has to be replaced by exclusive jet algorithms 
(e.g., XCone) 

From DiJet To MultiJets
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๏ The “new” variables rely on the dijet+MET 
final state as a paradigm 

๏ All the analyses have been extended to the 
case of multijet final states clustering 
jets in two hemispheres (aka mega-jets)

2 2 Definition of MT2 and interpretation

2 Definition of MT2 and interpretation

The variable MT2 or stranverse mass was introduced [2] to measure the mass of primary pair-
produced particles in a situation where both ultimately decay into undetected particles (e.g.
neutralino LSPs) leaving the event kinematics underconstrained. It assumes that the two pro-
duced sparticles give rise to identical types of decay chains with two visible systems defined
by their transverse momenta, ~p vis(i)

T
, energies E

vis(i)
T

, and masses m
vis(i). They are accompanied

by the unknown LSP transverse momenta, p
c(i)
T

. The MT2 variable is defined as

MT2(mc) = min
p

c(1)
T

+p
c(2)
T

=p
miss

T

h
max

⇣
m

(1)
T

, m
(2)
T

⌘i
, (1)

where mT is the transverse mass of a sparticle decaying to a visible system and its correspond-
ing LSP

(m(i)
T
)2 = (mvis(i))2 + m

2
c + 2

⇣
E

vis(i)
T

E
c(i)
T

� ~p vis(i)
T

· ~p c(i)
T

⌘
(2)

with the LSP mass mc remaining as free parameter. A minimization is performed on trial LSP
momenta fulfilling the E/T constraint. For the correct value of mc, the distributions of M

(i)
T

have an endpoint at the value of the primary sparticle mass (similar to the transverse mass
distribution for W ! ln decay). The largest of the two M

(i)
T

values can thus be chosen without
overshooting the correct sparticle mass. The minimization of M

(i)
T

then ensures that also the
MT2 distribution will have an endpoint at the correct sparticle mass. If Initial State Radiation
(ISR) can be neglected, an analytic expression for MT2 has been computed [4]. In practice, the
determination of MT2 may be complicated by the presence of ISR or equivalently transverse
momentum from upstream decays (UTM) in case MT2 is computed for subsystems [4]. In this
case, no analytic expression for MT2 is known, but it can be computed numerically, see e.g. [5].

In this note, we attempt to use MT2 as a variable to distinguish SUSY production events from
SM backgrounds. The use of MT2 as a discovery variable was first proposed in [6] , but in this
note we follow a different approach. Several choices for the visible system used as input to MT2
can be considered: purely dijet events (as was the case in [6]), selecting the two leading jets in
multijet events or grouping jets together to form two systems or pseudojets.

A method to subdivide multijet events in two pseudojets is the reconstruction of ”event hemi-
spheres” described in [7], Sect. 13.4. The hemisphere reconstruction works as follows: first, two
initial axes (seeds) are chosen. Here, we take them as the directions of the two (massless) jets
which have the largest invariant mass. Next, the other jets are associated to one of these axes
according to a certain criterion (hemisphere association method). Here, we used the minimal
Lund distance, meaning that jet k is associated to the hemisphere with mass mi rather than mj

if

(Ei � picosqik)
Ei

(Ei + Ek)2  (Ej � pjcosqjk)
Ej

(Ej + Ek)2 . (3)

After all jets are associated to one or the other axis, the axes are recalculated as the sum of the
momenta of all jets connected to a hemisphere and the association is iterated using these new
axes until no jets switch from one group to the other.

To get a better understanding of the behaviour of MT2, we can take the simple example of MT2
without ISR nor upstream transverse momentum. It can be seen from the equation for MT2 in



Table 1: mSUGRA benchmark points LM1 and LM9.

m0 [GeV] m1/2 [GeV] A0 [GeV] tan� sign µ mll,max [GeV]
LM1 60 250 0 10 +1 78,2
LM9 1450 175 0 50 +1 62,9
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Figure 1: Invariant mass distribution of leptons from the decay of the next to lightest neutralino are shown at
generator level. The 3-body decay occurs at LM9 (a) and the 2-body decay at LM1 (b).

environment at LHC. In the framework of minimal Supergravity (mSUGRA) two leptonic decay
modes of the next to lightest neutralino are possible a 2-body or 3-body decay. Two benchmark
points (called LM1 and LM9) have been studied which correspond to these decay modes. The
mSUGRA parameters and the endpoint in the dilepton invariant mass of both points are listed
in Tab. 1. The low energy mass spectra of the two benchmark points have been calculated using
the Softsusy code 2. Depending on the mass spectrum di↵erent decay modes are possible.

A mass di↵erence of the neutralinos smaller than the Z-boson mass and any slepton mass
leads to a three body decay. In that case the endpoint represents directly the mass di↵erence of
the two lightest neutralinos

mll,max = m�̃0
2
�m�̃0

1
. (1)

The shape of the distribution depends on the mSUGRA parameters and is shown in Fig. 1 (a)
for the LM9 benchmark point.

A two body decay occurs via a real slepton and is allowed if one slepton is lighter than the
mass di↵erence of the neutralinos. In that case the endpoint can be expressed by

(mmax
ll )2 =

⇣
m2

l̃
�m2

�̃0
2

⌘ ⇣
m2

�̃0
2
�m2

�̃0
2

⌘

m2
l̃

(2)

The shape of the mass edge results only from kinematics and is triangular as shown in Fig. 1 (b).

3 Event selection

In order to select the signal events a single leptonic trigger has been used. Because of the long
cascade decays the final state consist of a high number of hard jets. The escaping neutralino
leads to missing transverse energy in the detector. The selection requires three jets with Ej1

T >

120 GeV, Ej2
T > 100 GeV and Ej3

T > 80 GeV which are corrected for response. Additionally
a missing transverse energy measured in the calorimeter (corrected for muons and jet energy)

๏ For long decay chains with two 
leptons in cascade, an edge develops 
in the dilepton invariant mass 

๏ Can be used to highlight the 
presence of a signal 

๏ At same time, allows to 
characterise the underlying SUSY 
spectrum 

๏ This is the cleanest possible SUSY 
signature at the LHC 

๏ edge position measured with a few 
GeV uncertainties 

๏ dilepton final states quite clean 
from background 

๏ shape information adds strong 
kinematic discrimination

Dilepton Edge
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Abstract. We present a search for a kinematic edge in the invariant mass distribution of two opposite-sign
same-flavor leptons, in final states with jets and missing transverse energy. The analysis makes use of 19.4 fb�1

proton-proton collision data at
p

s = 8 TeV. The data have been recorded with the CMS experiment. Com-
plementary methods have been used for the background estimation, which when combined achieve a total
uncertainty of 5% (10%) for leptons in the central (forward) rapidity of the detector. We do not observe a
statistically significant signal and the results are consistent with the background-only hypothesis.

A search for new physics in final states with an
opposite-sign same-flavor lepton pair (dilepton), jets and
missing transverse energy (MET) is presented here. We
search for evidence of production of a new heavy neutral
particle, which is produced in the cascade of a strongly
interacting heavier resonance. This report has been com-
piled from results that have been published here [1]. We
use proton-proton collision data at

p
s = 8 TeV. The total

accumulated luminosity is 19.4 fb�1. The data have been
recorded with the CMS experiment [2].

The invariant mass distribution of the dilepton system
can exhibit a rise that increases with dilepton mass fol-
lowed by a sharp cut-o↵, resembling the shape of a triangle
with an edge, if the two leptons originate from the decay of
a heavy neutral particle. In Supersymmetry (SUSY), such
a signal is exemplified by the decay of the heavy neutralino
(�̃2

0), which is produced within the cascade of a squark (q̃)
– the SUSY partner of a quark. An example cascade is de-
picted in Fig. 1. The cascade can also start from a gluino,
the SUSY partner of the gluon, if that is heavier than the
squark resulting to an additional energetic jet in the final
state. In either cases, the location of the dileptonic mass
endpoint is given by Eq. 1.
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small, or the mass of the slepton ( ˜̀) is large, the �̃2

0 de-
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resulting to a direct 3-body decay. The endpoint in that
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Figure 1. An example SUSY process that will lead to an excess
of events in the invariant mass distribution of the two leptons m``.
The invariant mass distribution of the two leptons will exhibit a
threshold e↵ect reaching a maximum endpoint. The location of
the endpoint solely depends on the masses of the particles in-
volved and can be used to constrain di↵erent physics models.

and it has more rounded shape. If there is su�cient energy
to produce a Z0 boson, i.e. when m�̃0

2
� m�̃0

1
⇠ mZ this

will be preferred against a possible 3-body decay and the
dilepton mass distribution will exhibit an excess of events
at mZ ⇠ 91 GeV. Furthermore, similar cascades involv-
ing higher mass neutralino eigenstates m�̃0

x=2,3,4
decaying to

lighter neutralinos can occur producing similar topologies.
Measuring the possible di↵erent endpoints and their

� ⇥ BR is a way to constrain candidate new physics mod-
els with data [3]. In addition, since the above discussion
was only based on kinematic argumentation, any massive
heavy neutral particle (SUSY or not) that decays through
the aforementioned cascades may give rise to similar phe-
nomenology.

In SUSY, the lightest neutralino �̃0
1 is massive, neu-

tral, weakly interacting and is most often assumed to be
stable. This assumption is not a necessity, but is experi-
mentally well motivated and can explain the evidence of
dark matter in the universe. The stability of dark matter
particles in the universe implies the conservation of a new
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๏ At some point, CMS saw an 
excess with this search 

๏ Regardless of the clean 
signature, it took 2 years to 
take out the result (which 
was then disproved by new 
data + ATLAS) 

๏ Just because there is also 
background, signal can be 
small and life is complicated 

๏ Establishing a discovery at the 
LHC which is NOT a more-than-
expected resonance has 
sociological implications that 
we underestimate

A Lesson To Be Learned

 43



Where Do We Stand?
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Where Do We Stand? gauginos
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Where Do We Stand? Squarks
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๏ There regions which are 
complicated to explore 

๏ compressed spectra ! soft 
objects in the final state 

๏ mass differences ~ SM particle 
masses ! valleys of reduced 
sensitivity 

๏ One can approach these regions 

๏ directly, dealing with soft 
objects 

๏ indirectly, exploring cascade 
production (as with DM)

Looking in the corners
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Looking in the corners
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๏ This is where a lot of the RunII work went



๏ To probe SUSY models with ~GeV 
leptons, one has to start from the 
trigger 

๏ dedicated L1 and HLT seeds 
looking at lepton+jets 

๏ If this is place, the analysis is 
quite similar to the others  

๏ but new backgrounds appear, e.g. 
QCD (usually negligible in 
leptonic final states 

๏ The challenge will be to keep 
sensitivity there with HL-LHC 
(maybe using again the ISR trick?)

Soft Leptons
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๏ One can use cascade production to 
probe compress spectra: 

๏ for example, compressed stop 

๏ when produced directly, difficult 
to observe soft charm jets 

๏ when produced from gluinos, can 
see the top quark 

๏ Interesting new regime: for very 
heavy gluinos, the Ws from t (and 
eventually the full t) could 
merge into a single heavy jet ! 
substructure

Direct vs cascade production
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2 2 Razor variables
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Figure 1: Diagrams for the T1ttcc (left panel) and T1t1t (right panel) simplified model spectra.
Here, an asterisk (⇤) denotes an antiparticle of a supersymmetric partner.

quark momentum of ⇡700 GeV, a value difficult to reach with proton-proton collisions at 8 TeV.
Therefore, in order to increase the signal efficiency by entering the boosted regime, we focus on
W bosons from top quark decays, which require a more accessible pT of around 300 GeV. The
targeted final state therefore contains boosted W bosons and jets originating from b quarks (b
jets) from top quark decays, light quark jets from unmerged hadronic W boson decay products
or charm quarks, and missing energy from the neutralinos. Hadronically decaying boosted
W boson candidates are identified using the pruned jet mass [35–37] and a jet substructure
observable called N-subjettiness [38]. The razor kinematic variables MR and R2 [39] are used
to discriminate the processes with new heavy particles from SM processes in final states with
jets and missing transverse energy. To increase the sensitivity to new physics, we perform the
analysis by partitioning the (MR,R2) plane into multiple bins.

This paper is organized as follows. The razor variables are introduced in Section 2. Section 3
gives a brief overview of the CMS detector, while Section 4 covers the triggers, data sets,
and Monte Carlo (MC) simulated samples used in this analysis. Details of the object defini-
tions and event selection are given in Sections 5 and 6, respectively. Section 7 describes the
data/simulation scale factors that are needed to correct the modeling of the boosted W boson
tagger. The statistical analysis is explained in Section 8, and Section 9 covers the systematic
uncertainties. Finally, our results and their interpretation are presented in Section 10, followed
by a summary in Section 11.

2 Razor variables
The razor variables MR and R2 [39] are useful for describing a signal arising from the pair pro-
duction of heavy particles, each of which decays to a massless visible particle and a massive
invisible particle. In the two-dimensional razor plane, a signal with heavy particles is expected
to appear as a peak on top of smoothly falling SM backgrounds, which can be empirically
described using exponential functions. For this reason, the razor variables are robust discrim-
inators for SUSY signals in which supersymmetric particles are pair produced and decay to
SM particles and the LSP. For the simple case in which the final state comprises two visible
particles, e.g. jets, the razor variables are defined using the momenta ~p j1 and ~p j2 of the two jets

t̃ → cχ0
1

Direct 
From gluino 
decay



I open a Parenthesis here to tell you about jet 
substructure



James Dolen Boston Jet Workshop,  Jan 22, 2013

W-jet tagging

• W-mass selection

- Pruned jet (Ellis et al.) provides 
sharper mass resolution and 
shifts background down 
outside of W mass window

‣ Recluster the jet, don’t merge low 
pT, large angle constituents. 

• Multiple variables provide 
additional discrimination

- N-subjettiness

- Qjets volatility

- Mass drop

- Energy Correlation Functions

3
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๏ Heavy particles (e.g., W, Z, and H bosons, top quark) can decay to 
2q/3q/4q final states, giving normally multi-jet signatures 

๏ For large enough pT, the decay products might merge into a single jet 

๏ These jets are special: the mass of the jet peaks at the “right” 
value (unlike QCD jets, for which large mass values are generated by  
QCD)

From Jets to Boosted Jets
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ΔR ~ 2 ΜW/pT
(to be compared 
with jet size R)

Typically large jets 
used (Anti-Kt with 

R=0.8)
q, g W,Z,H top
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Jet Substructure

 55



๏ Several jet-shape variables 
proposed to quantify this behaviour 
(see ongoing BOOST conference for a 
full overview)  

๏ N-subjettiness is among the most 
popular 

๏ Quantify how well the 
constituents of a jet can be 
arranged in N subjects 

๏ Can construct a complete basis  
by computing τN it for several N

Substructure variables
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J. Thaler and K. Van Tilburg http://arxiv.org/abs/1011.2268

11

V-tagging

V-tagging selection:

● Pruned jet mass in [65, 105] GeV
● τ

21
 : High-Purity (τ

21
<0.5) and Low-Purity (0.5 < τ

21
<0.75)

N-subjettiness ratio

τ
21

 = τ
2
 / τ

1

τN=
1

d0

∑
k

pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

HP LP

https://indico.cern.ch/event/649482/


James Dolen Boston Jet Workshop,  Jan 22, 2013

W-tagging Algorithm Comparison

• N-subjettiness and Q jets 
volatility are the best 
single variables

- !2/!1 with one-pass axes > 

kt axes

- Unpruned !2/!1 > pruned

• Improved performance 
using Neural Network

- New: added C2 to NN

5

8 4 Algorithms for W-jet identification

We find that the most performant variable is the t2/t1, while the pruned t2/t1 is slightly less231

performant. The performance of the t2/t1 with exclusive kT axes is the worst of the t2/t1232

variants. GQjet performs slightly worse than t2/t1. The least performant variables are the mass233

drop, the 3-point energy correlation function, C2(b = 1.7) and the jet charge. We also found234

that the discrimination power between W
+ jets and W

� jets varies by less than 10% for different235

values k between 0.3 and 1.0.236
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Figure 3: (Left) Comparison of various discriminant observable performance for W+jet events
in the low jet pT bin, 250-350 GeV. (Right) Systematic effects on the performance of the pruned
jet mass and t2/t1 W-tagging algorithm in the high jet pT bin, 400-600 GeV.

Given the performance of single variables, we study how much further discrimination power237

can be improved by combining the variables. A multivariate optimization is performed using238

the TMVA package [48]. We consider the combination of various observables in a Likelihood239

multivariate discriminant and a Multi-layer Perceptron Neural Network (MLP) multivariate240

discriminant. The variables considered in the optimization are mass drop, GQjet, t2/t1, C
b
2 ,241

planar flow, jet charge, number of jet constituents, subjet DR, trimmed grooming sensitivity242

and number of primary vertices. The variable inputs include additional observables in an243

attempt to increase the discrimination power. In general, we find a large degree of correlation244

between the t2/t1 and most of the other observables, indicating that t2/t1 includes information245

from the other observables. This is supported by the single variable ROC curves, which prove246

that the standard t2/t1 is the most performant variable, as shown in Fig. 3 (left). The ROC247

curves obtained from the multivariate methods are also shown in Fig. 3 (left). Compared to248

the most performant single variable t2/t1, a small improvement is found with the multivariate249

discriminators.250

This variable comparison was performed after requiring a cut on the pruned jet mass. Since251

all of the considered substructure variables are correlated with the jet mass, it is important252

to note, that the variable comparison as shown in Fig. 3 (left) depends strongly on the choice253

of the primary discriminator, namely the pruned jet mass. When using the non-groomed jet254

mass instead of the pruned jet mass as primary discriminator, other variables with stronger255

correlation with pruned jet mass show more additional discrimination power than t2/t1. The256

total discrimination power of the combination of the primary discriminator and additional257

variables is always better when the pruned jet mass is used as primary discriminator, rather258

WORK IN PROGRESS

CMS-PAS-JME-13-006

๏ A typical tagger would consist of 

๏ A jet grooming procedure 
(trimming, pruning, soft drop) 
to remove soft radiation in the 
jet (and pileup, to some extent) 

๏ A (post-grooming) jet mass cut 

๏ A cut on an appropriate set of 
substructure variables 

๏ For instance, S vs B 
discrimination in CMS is optimal 
for di-subjet (W/Z/H) when τ2/τ1 
ratio is considered

A diJet Tagger
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๏ One can imagine a jet as an image 
impressed by energy deposits on 
calorimeters 

๏ On this image, one can apply modern 
computing-vision techniques, e.g., 
Convolutional Neural networks

Deep Learning Tagging
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Image approach

• Jets = 2d grayscale images:

• 1 pixel = 0.1 in eta, 5 degree in phi

• pixel energy: calorimeter ET

• Preprocessing

• Center maximum

• Rotate so that second maximum is 12 o’clock

• Flip so that third maximum is on the right side

• Crop to 40x40 pixels
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Figure 1. Jet image after pre-processing for the signal (left) and background (right). Each picture is averaged
over 10,000 actual images.

pT,fat = 350 ... 450 GeV, such that all top decay products can be easily captured in the fat jet. For
signal events, we require that the fat jet can be associated with a Monte-Carlo truth top quark
within �R < 1.2.

We can speed up the learning process or illustrate the ConvNet performance by applying a set
of pre-processing steps:

1. Find maxima: before we can align any image we have to identify characteristic points. Using
a filter of size 3 ⇥ 3 pixels, we localize the three leading maxima in the image;

2. Shift: we then shift the image to center the global maximum taking into account the peri-
odicity in the azimuthal angle direction;

3. Rotation: next, we rotate the image such that the second maximum is in the 12 o’clock
position. The interpolation is done linearly;

4. Flip: next we flip the image to ensure the third maximum is in the right half-plane;

5. Crop: finally, we crop the image to 40 ⇥ 40 pixels.

Throughout the paper we will apply two pre-processing setups: for minimal pre-processing we apply
steps 1, 2 and 5 to define a centered jet image of given size. Alternatively, for full pre-processing
we apply all five steps. In Fig. 1 we show averaged signal and background images based on the
transverse energy from 10,000 individual images after full pre-processing. The leading subjet is in
the center of the image, the second subjet is in the 12 o’clock position, and a third subjet from
the top decay is smeared over the right half of the signal images. These images indicate that fully
pre-processed images might lose a small amount of information at the end of the 12 o’clock axis.

A non-trivial pre-processing step is the shift in the ⌘ direction, since the jet energy E is not
invariant under a longitudinal boost. Following Ref. [12] we investigate the e↵ect on the mass
information contained in the images,
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Figure 1. Jet image after pre-processing for the signal (left) and background (right). Each picture is averaged
over 10,000 actual images.

pT,fat = 350 ... 450 GeV, such that all top decay products can be easily captured in the fat jet. For
signal events, we require that the fat jet can be associated with a Monte-Carlo truth top quark
within �R < 1.2.

We can speed up the learning process or illustrate the ConvNet performance by applying a set
of pre-processing steps:

1. Find maxima: before we can align any image we have to identify characteristic points. Using
a filter of size 3 ⇥ 3 pixels, we localize the three leading maxima in the image;

2. Shift: we then shift the image to center the global maximum taking into account the peri-
odicity in the azimuthal angle direction;

3. Rotation: next, we rotate the image such that the second maximum is in the 12 o’clock
position. The interpolation is done linearly;

4. Flip: next we flip the image to ensure the third maximum is in the right half-plane;

5. Crop: finally, we crop the image to 40 ⇥ 40 pixels.

Throughout the paper we will apply two pre-processing setups: for minimal pre-processing we apply
steps 1, 2 and 5 to define a centered jet image of given size. Alternatively, for full pre-processing
we apply all five steps. In Fig. 1 we show averaged signal and background images based on the
transverse energy from 10,000 individual images after full pre-processing. The leading subjet is in
the center of the image, the second subjet is in the 12 o’clock position, and a third subjet from
the top decay is smeared over the right half of the signal images. These images indicate that fully
pre-processed images might lose a small amount of information at the end of the 12 o’clock axis.

A non-trivial pre-processing step is the shift in the ⌘ direction, since the jet energy E is not
invariant under a longitudinal boost. Following Ref. [12] we investigate the e↵ect on the mass
information contained in the images,
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Image approach

• Jets = 2d grayscale images:

• 1 pixel = 0.1 in eta, 5 degree in phi

• pixel energy: calorimeter ET

• Preprocessing

• Center maximum

• Rotate so that second maximum is 12 o’clock

• Flip so that third maximum is on the right side

• Crop to 40x40 pixels
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Figure 1. Jet image after pre-processing for the signal (left) and background (right). Each picture is averaged
over 10,000 actual images.

pT,fat = 350 ... 450 GeV, such that all top decay products can be easily captured in the fat jet. For
signal events, we require that the fat jet can be associated with a Monte-Carlo truth top quark
within �R < 1.2.

We can speed up the learning process or illustrate the ConvNet performance by applying a set
of pre-processing steps:

1. Find maxima: before we can align any image we have to identify characteristic points. Using
a filter of size 3 ⇥ 3 pixels, we localize the three leading maxima in the image;

2. Shift: we then shift the image to center the global maximum taking into account the peri-
odicity in the azimuthal angle direction;

3. Rotation: next, we rotate the image such that the second maximum is in the 12 o’clock
position. The interpolation is done linearly;

4. Flip: next we flip the image to ensure the third maximum is in the right half-plane;

5. Crop: finally, we crop the image to 40 ⇥ 40 pixels.

Throughout the paper we will apply two pre-processing setups: for minimal pre-processing we apply
steps 1, 2 and 5 to define a centered jet image of given size. Alternatively, for full pre-processing
we apply all five steps. In Fig. 1 we show averaged signal and background images based on the
transverse energy from 10,000 individual images after full pre-processing. The leading subjet is in
the center of the image, the second subjet is in the 12 o’clock position, and a third subjet from
the top decay is smeared over the right half of the signal images. These images indicate that fully
pre-processed images might lose a small amount of information at the end of the 12 o’clock axis.

A non-trivial pre-processing step is the shift in the ⌘ direction, since the jet energy E is not
invariant under a longitudinal boost. Following Ref. [12] we investigate the e↵ect on the mass
information contained in the images,
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Figure 1. Jet image after pre-processing for the signal (left) and background (right). Each picture is averaged
over 10,000 actual images.

pT,fat = 350 ... 450 GeV, such that all top decay products can be easily captured in the fat jet. For
signal events, we require that the fat jet can be associated with a Monte-Carlo truth top quark
within �R < 1.2.

We can speed up the learning process or illustrate the ConvNet performance by applying a set
of pre-processing steps:

1. Find maxima: before we can align any image we have to identify characteristic points. Using
a filter of size 3 ⇥ 3 pixels, we localize the three leading maxima in the image;

2. Shift: we then shift the image to center the global maximum taking into account the peri-
odicity in the azimuthal angle direction;

3. Rotation: next, we rotate the image such that the second maximum is in the 12 o’clock
position. The interpolation is done linearly;

4. Flip: next we flip the image to ensure the third maximum is in the right half-plane;

5. Crop: finally, we crop the image to 40 ⇥ 40 pixels.

Throughout the paper we will apply two pre-processing setups: for minimal pre-processing we apply
steps 1, 2 and 5 to define a centered jet image of given size. Alternatively, for full pre-processing
we apply all five steps. In Fig. 1 we show averaged signal and background images based on the
transverse energy from 10,000 individual images after full pre-processing. The leading subjet is in
the center of the image, the second subjet is in the 12 o’clock position, and a third subjet from
the top decay is smeared over the right half of the signal images. These images indicate that fully
pre-processed images might lose a small amount of information at the end of the 12 o’clock axis.

A non-trivial pre-processing step is the shift in the ⌘ direction, since the jet energy E is not
invariant under a longitudinal boost. Following Ref. [12] we investigate the e↵ect on the mass
information contained in the images,
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Figure 8. Left: performance of di↵erent DeepTop setups, including the curves shown in Fig. 3. Right:
performance of the neural network tagger compared to the QCD-based approaches SoftDrop plus N -
subjettiness and including the HEPTopTagger variables.

to the HEPTopTagger or SoftDrop picks up this additional information and also induces the
three-prong top decay structure into SoftDrop. We use N kT -axes, � = 1 and the reference
distance R0. A small value ⌧N indicates consistency with N or less substructure axes, so an N -
prong decays give rise to a small ratio ⌧N/⌧N�1. For top tagging ⌧3/⌧2 is particularly useful in
combination with QCD taggers in a multivariate setup [19]. The N -subjettiness variables ⌧j can
be defined based on the complete fat jet or based on the fat jet after applying the SoftDrop
criterion. Using ⌧j and ⌧ sdj in a multivariate analysis usually leads to optimal result.

B. Comparison

To benchmark the performance of ourDeepTopDNN, we compare its ROC curve with standard
Boosted Decision Trees based on the C/A jets using SoftDrop combined with N -subjettiness.
From Fig. 3 we know the spread of performance for the di↵erent network architectures for fully
pre-processed images. In Fig. 8 we see that minimal pre-processing actually leads to slightly better
results, because the combination or rotation and cropping described in Sec. II A leads to a small
loss in information. Altogether, the band of di↵erent machine learning results indicates how large
the spread of performance will be whenever for example binning issues in pT,fat are taken into
account, in which case we we would no longer be using the perfect network for each fat jet.

For our BDT we use GradientBoost in the Python package sklearn [28] with 200 trees, a
maximum depth of 2, a learning rate of 0.1, and a sub-sampling fraction of 90% for the kinematic
variables

{ msd,mfat, ⌧2, ⌧3, ⌧
sd
2 , ⌧ sd3 } (SoftDrop + N -subjettiness) , (16)

where mfat is the un-groomed mass of the fat jet. This is similar to standard experimental ap-
proaches for our transverse momentum range pT,fat = 350 ... 400 GeV. In addition, we include the
HEPTopTagger2 information from filtering combined with a mass drop criterion,

{ msd,mfat,mrec, frec,�Ropt, ⌧2, ⌧3, ⌧
sd
2 , ⌧ sd3 } (MotherOfTaggers) . (17)
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to the HEPTopTagger or SoftDrop picks up this additional information and also induces the
three-prong top decay structure into SoftDrop. We use N kT -axes, � = 1 and the reference
distance R0. A small value ⌧N indicates consistency with N or less substructure axes, so an N -
prong decays give rise to a small ratio ⌧N/⌧N�1. For top tagging ⌧3/⌧2 is particularly useful in
combination with QCD taggers in a multivariate setup [19]. The N -subjettiness variables ⌧j can
be defined based on the complete fat jet or based on the fat jet after applying the SoftDrop
criterion. Using ⌧j and ⌧ sdj in a multivariate analysis usually leads to optimal result.

B. Comparison

To benchmark the performance of ourDeepTopDNN, we compare its ROC curve with standard
Boosted Decision Trees based on the C/A jets using SoftDrop combined with N -subjettiness.
From Fig. 3 we know the spread of performance for the di↵erent network architectures for fully
pre-processed images. In Fig. 8 we see that minimal pre-processing actually leads to slightly better
results, because the combination or rotation and cropping described in Sec. II A leads to a small
loss in information. Altogether, the band of di↵erent machine learning results indicates how large
the spread of performance will be whenever for example binning issues in pT,fat are taken into
account, in which case we we would no longer be using the perfect network for each fat jet.

For our BDT we use GradientBoost in the Python package sklearn [28] with 200 trees, a
maximum depth of 2, a learning rate of 0.1, and a sub-sampling fraction of 90% for the kinematic
variables

{ msd,mfat, ⌧2, ⌧3, ⌧
sd
2 , ⌧ sd3 } (SoftDrop + N -subjettiness) , (16)

where mfat is the un-groomed mass of the fat jet. This is similar to standard experimental ap-
proaches for our transverse momentum range pT,fat = 350 ... 400 GeV. In addition, we include the
HEPTopTagger2 information from filtering combined with a mass drop criterion,

{ msd,mfat,mrec, frec,�Ropt, ⌧2, ⌧3, ⌧
sd
2 , ⌧ sd3 } (MotherOfTaggers) . (17)

SoftDrop + n-subjettiness:

MotherOfTaggers:
• Train a BDT on a set of 

standard tagging variables
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to the HEPTopTagger or SoftDrop picks up this additional information and also induces the
three-prong top decay structure into SoftDrop. We use N kT -axes, � = 1 and the reference
distance R0. A small value ⌧N indicates consistency with N or less substructure axes, so an N -
prong decays give rise to a small ratio ⌧N/⌧N�1. For top tagging ⌧3/⌧2 is particularly useful in
combination with QCD taggers in a multivariate setup [19]. The N -subjettiness variables ⌧j can
be defined based on the complete fat jet or based on the fat jet after applying the SoftDrop
criterion. Using ⌧j and ⌧ sdj in a multivariate analysis usually leads to optimal result.

B. Comparison

To benchmark the performance of ourDeepTopDNN, we compare its ROC curve with standard
Boosted Decision Trees based on the C/A jets using SoftDrop combined with N -subjettiness.
From Fig. 3 we know the spread of performance for the di↵erent network architectures for fully
pre-processed images. In Fig. 8 we see that minimal pre-processing actually leads to slightly better
results, because the combination or rotation and cropping described in Sec. II A leads to a small
loss in information. Altogether, the band of di↵erent machine learning results indicates how large
the spread of performance will be whenever for example binning issues in pT,fat are taken into
account, in which case we we would no longer be using the perfect network for each fat jet.

For our BDT we use GradientBoost in the Python package sklearn [28] with 200 trees, a
maximum depth of 2, a learning rate of 0.1, and a sub-sampling fraction of 90% for the kinematic
variables

{ msd,mfat, ⌧2, ⌧3, ⌧
sd
2 , ⌧ sd3 } (SoftDrop + N -subjettiness) , (16)

where mfat is the un-groomed mass of the fat jet. This is similar to standard experimental ap-
proaches for our transverse momentum range pT,fat = 350 ... 400 GeV. In addition, we include the
HEPTopTagger2 information from filtering combined with a mass drop criterion,

{ msd,mfat,mrec, frec,�Ropt, ⌧2, ⌧3, ⌧
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2 , ⌧ sd3 } (MotherOfTaggers) . (17)

12

Wednesday 22 March 17



๏ Advantages:  

๏ No need to bin the image ! can 
exploit the full angular 
resolution (e.g., tracking) 

๏ Very convenient for PF jets and 
track jets

Deep Learning Tagging
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๏ One can also represent a jet as a list 
of particles, ordered by QCD laws 

๏ Similar to words arranged in a sentence 

๏ Can use language processing techniques to 
tag a jet 

๏ Deep learning offer a few opportunities 
(recurrent NN, recursive NN,…)

Recurrent Neural Networks (RNNs)

I RNNs can process an arbitrarily length sequence

I Output is a fixed dimensional vector for each jet

dguest@cern.ch (UCI) RNN b-tagging May 9, 2017 11 / 20



6

FIG. 3. Jet classification performance for various input rep-
resentations of the RNN classifier, using kt topologies for the
embedding. The plot shows that there is significant improve-
ment from removing the image processing step and that sig-
nificant gains can be made with more accurate measurements
of the 4-momenta.

FIG. 4. Jet classification performance of the RNN classifier
based on various network topologies for the embedding (par-
ticles scenario). This plot shows that topology is significant,
as supported by the fact that results for kt, C/A and desc-pT
topologies improve over results for anti-kt, asc-pT and random
binary trees. Best results are achieved for C/A and desc-pT
topologies, depending on the metric considered.

further supported by the poor performance of the random
binary tree topology. We expected however that a simple
sequence (represented as a degenerate binary tree) based
on ascending and descending pT ordering would not per-
form particularly well, particularly since the topology
does not use any angular information. Surprisingly, the
simple descending pT ordering slightly outperforms the
RNNs based on kt and C/A topologies. The descending
pT network has the highest pT 4-momenta near the root
of the tree, which we expect to be the most important.
We suspect this is the reason that the descending pT out-
performs the ascending pT ordering on particles, but this
is not supported by the performance on towers. A similar
observation was already made in the context of natural
languages [24–26], where tree-based models have at best
only slightly outperformed simpler sequence-based net-
works. While recursive networks appear as a principled
choice, it is conjectured that recurrent networks may in
fact be able to discover and implicitly use recursive com-
positional structure by themselves, without supervision.
d. Gating The last factor that we varied was

whether or not to incorporate gating in the RNN. Adding
gating increases the number of parameters to 48,761, but
this is still about 20 times smaller than the number of
parameters in the MaxOut architectures used in previ-
ous jet image studies. Table I shows the performance of
the various RNN topologies with gating. While results
improve significantly with gating, most notably in terms
of R✏=50%, the trends in terms of topologies remain un-
changed.
e. Other variants Finally, we also considered a num-

ber of other variants. For example, we jointly trained
a classifier with the concatenated embeddings obtained
over kt and anti-kt topologies, but saw no significant
performance gain. We also tested the performance of
recursive activations transferred across topologies. For
instance, we used the recursive activation learned with
a kt topology when applied to an anti-kt topology and
observed a significant loss in performance. We also con-
sidered particle and tower level inputs with an additional
trimming preprocessing step, which was used for the jet
image studies, but we saw a significant loss in perfor-
mance. While the trimming degraded classification per-
formance, we did not evaluate the robustness to pileup
that motivates trimming and other jet grooming proce-
dures.

B. Infrared and Collinear Safety Studies

In proposing variables to characterize substructure,
physicists have been equally concerned with classification
performance and the ability to ensure various theoretical
properties of those variables. In particular, initial work
on jet algorithms focused on the Infrared-Collinear (IRC)
safe conditions:

• Infrared safety. The model is robust to augmenting
e with additional particles {vN+1, . . . ,vN+K} with

Q C D - I N S P I R E D  R E C U R S I V E  N E U R A L  N E T W O R K S

14

towers 

particles

images

• W-jet tagging example 
using data from Dawe, et 
al arXiv:1609.00607 

• down-sampling by 
projecting into images 
looses information 

• RNN needs much less 
data to train!

kt anti-kt

Deep Learning Tagging
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๏ Advantages:  

๏ No need to bin the image ! can 
exploit the full angular 
resolution (e.g., tracking) 

๏ Very convenient for PF jets and 
track jets

๏ One can also represent a jet as a list 
of particles, ordered by QCD laws 

๏ Similar to words arranged in a sentence 

๏ Can use language processing techniques to 
tag a jet 

๏ Deep learning offer a few opportunities 
(recurrent NN, recursive NN,…)



๏ One can push this 
approach beyond jet, 
building a topology 
tagger for the full 
event 

๏ Tested with simulated 
events, as a way to 
implement a more 
efficient trigger 
strategy 

๏ Could have impact on 
the way we process and 
analyze data in the 
future

Event Tagging with RNN
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tt selector W selector
GRU TOPCLASSifier 

1%

99%

GRU TOPCLASSifier 

7%

89%
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Figure 11: Signal efficiency for the T1ttcc and T1t1t simplified model spectra, as a function
of the gluino and neutralino masses. Three mass splittings between top squark and LSP are
considered for the T1ttcc model: 10, 25, and 80 GeV, shown in the top left, top right, and bottom
left panels, respectively. The efficiency for the T1t1t model with a mass splitting of 175 GeV is
shown in the bottom right panel.

๏ Regime already probed in Run I 
(update ongoing) 

๏ Will become more relevant with 
HL-LHC and higher-energy 
colliders (if any)

Boosted-Jets SuSY Search
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Figure 10: Background predictions and observations. The results are shown in bins of MR for
each R2 bin. The hatched band represents the total uncertainty in the background prediction.
Overlaid are two signal distributions corresponding to the T1ttcc model with meg = 1 TeV,
met = 325 GeV, and mec0

1
= 300 GeV, and the T1t1t model with meg = 800 GeV, met = 275 GeV,

and mec0
1
= 100 GeV.
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Figure 11: Signal efficiency for the T1ttcc and T1t1t simplified model spectra, as a function
of the gluino and neutralino masses. Three mass splittings between top squark and LSP are
considered for the T1ttcc model: 10, 25, and 80 GeV, shown in the top left, top right, and bottom
left panels, respectively. The efficiency for the T1t1t model with a mass splitting of 175 GeV is
shown in the bottom right panel.

https://arxiv.org/pdf/1602.02917.pdf


๏ When R-parity is postulated, the lightest SUSY particle becomes stable (a 
natural dark matter candidate) 

๏ Dark matter cannot be detected 

๏ But LHC can probe dark matter production using balance on transverse plane 

๏ direct production, when high-pT jet/photon/etc is radiated 

๏ in cascade, from the production of other SUSY partners 

๏ Several new methods proposed since LHC started 

๏ A large part of the parameter space was explored, particularly in the context 
of Natural SUSY 

๏ Now looking at the corners of the parameter space, where experimental 
conditions are more complicated 

๏ Deep learning (e.g., for jet tagging) will help us to deal with this

Summary of Episode ii
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๏ We don’t know what we are 
searching for 

๏ Our theory-inspired fully-
supervised hypothesis test 
approach not guaranteed to work 

๏ We know our background 

๏ use (ALSO) a semi-supervised 
approach: 

๏ train on known physics 

๏ look for anomalies 

๏ Tried on the same setup used for 
trigger cleanup

Search for New Physics @LHC
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๏ Autoencoders are a useful tool 
for anomaly detection 

๏ They consist of two parts: 

๏ encoder: compressing high-
dimensional input on a lower-
dimension latent space 

๏ decoder: decompressing the 
point in the latent space back 
to the original representation 

๏ Trainable with just “normal” data 

๏ Anomalies = failed compression-
decompression

Autoencoders

 68

Monitoring the CMS experiment with artificial neural networks at the CERN Large Hadron Collider 11

A

B

Fig. 13 MSE between reconstructed and input samples for
layer 3 (A) and layer 9 (B) for 3 categories of data for convo-
lutional autoencoder. Despite a problem in layer 9, all ✏ for
layer 3 are comparable for all chambers.

Fig. 14 Bottleneck representation of the chamber-level data
of the global model. The samples cluster according to position
in the detector. Here depending on the station number.

by detector experts, who compare each histogram to a
corresponding good data reference while new data are
taken. This protocol worked well so far, but at a large
cost in terms of human resources. This cost will increase
with time: with the number of histograms to monitor
is growing and the required level of attention is pushed

Fig. 15 Bottleneck representation of the chamber-level data
of the global model limited to only one chamber across di↵er-
ent runs with respect to number of faulty layers (scale). The
samples cluster according to similar behavior.

beyond the capabilities of a single shifter. This situation
calls for an automation of the data quality assessment.

In this paper we showed that detector malfunction
can be identified with high accuracy by a set of auto-
matic procedures, based on machine learning. We con-
sidered the specific case of the DT muon chambers of
the CMS experiment. We showed that it is possible to
extract more information from the occupancy plot than
what currently is used by statistical tests implemented
by detector experts. The proposed extension of the al-
gorithm using an autoencoder will o↵er a more robust
anomaly detection strategy, not defined around a spe-
cific failure mode.

While our models apply to the specific case of muon
chambers, the proposed strategy is generic enough to be
extendable to other kinds of CMS muon chambers, as
well as to other sub-detectors. We hope that this case
study could serve as a concrete showcase and could mo-
tivate further DQM automation using machine learn-
ing. Work is still needed to convert this proof of princi-
ple into an algorithm running in the CMS online DQM
system. The model could be further refined, e.g. inte-
grating a mechanism of periodic retraining that would
allow to repeat alarms for known problems, or to adapt
to the long-term changes of the detector and beam con-
ditions.
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๏ Variational autoencoders 
are a special kind of 
encoders 

๏ in VAE, the inner nodes 
represent parameters of 
a smooth function 

๏ easier assessment of 
anomaly by mean of 
distance between 
functions 

๏ can also be used to 
generate events 

Variational Autoencoders
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๏ Processing SM events (Monte 
Carlo simulation) through 
autoencoders, one derive an 
ensemble of distributions 

๏ An observed SM event would be 
instances of this ensemble 

๏ A observed new physics event 
might instead give a far-away/
broader Gaussian 

๏ We could then use a metric of 
function distance to quantify 
anomaly

Quantifying anomaly
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๏ Information 
theory tells us 
to use KL 
divergence 

๏ This is embedded 
in the loss 
function used for 
training (KL 
regularization) 

๏ KL loss =  # of 
extra bits needed 
to encode p in q. 
Measures p being 
anomalous or not

Quantifying anomaly
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Figure 3: Example sequence for the perfect recall task using a pre-recall interval l = 20 followed
by a recall interval k = 5.
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Figure 4: Top Row: the perfect recall task with l = 15 and k = 5. Left: The average Kullback-
Leibler divergence (KLD) per frame, serving as a measure of prediction error between the prior
and posterior. Each of the models learned that there is repetition at frame 10, but the Introspective
GTMM exhibited the lowest error. Middle: The last frame KLD was also lowest for the Introspective
GTMM at convergence. Right: The Introspective GTMM convergenced fastest and to the lowest
level, but we see that the negative variational lower bound was close for all models. Middle Row:
the perfect recall task with l = 20 and k = 5. The results were roughly similar. Bottom Row: the
perfect recall task with l = 50 and k = 5. Over substantially larger time intervals, the models were
able to detect regularity in the data sequences.

5.1 PERFECT RECALL

Training sequences consisted of k randomly sampled MNIST digits to be remembered during a pre-
recall interval, which extended for l time steps. Thus, l � k digits were distractor stimuli. A recall
interval occurred after l steps, during which the first k images were presented again. We constructed
variants of the task with k = 5 and l 2 {15, 20, 50}. Fig. 3 shows a typical training sequence for
this task. To succeed at this task, the models had to encode and store the first k images, protect
them during the distractor interval, and retrieve them during the recall interval. Successful use of
memory would elicit a drop in the KL-divergence during the recall interval, since information stored
in memory – and not information extracted from the current observation – would be used for image
reconstruction.
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https://arxiv.org/pdf/1702.04649.pdf



๏ Experiment: consider a 
sample of W+jets events, 
selected by single-lepton 
trigger 

๏ Train a VAE on them  

๏ Use the encoder to compute 
the KL loss for 

๏ W+jets events 

๏ A W’ with m = 300 GeV  

๏ A Z’ with m = 500 GeV 

๏ A light A-> 4𝓵 with mA = 
10 GeV

VAE for Anomaly detection
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๏ Experiment: consider a 
sample of W+jets events, 
selected by single-lepton 
trigger 

๏ Train a VAE on them  

๏ Use the encoder to compute 
the KL loss for 

๏ W+jets events 

๏ A W’ with m = 300 GeV  

๏ A Z’ with m = 500 GeV 

๏ A light A-> 4𝓵 with mA = 
10 GeV

VAE for Anomaly detection
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EXAMPLE: JET SUBSTRUCTURE

5 output multi-classifier:  

Does a jet originate from a quark, gluon, W/Z boson, top quark? 

Network architecture 
16 expert inputs 

jet masses, multiplicity 

ECFs (β=0,1,2)

11

• 3-layer model trained 
without regularization


• No pruning applied


• Resulting distribution of 
weights 
 
 
 
 
 
 
 

3-layer model: no reg., no pruning

4

HLS4ML Preliminary16 inputs

64 (relu)

32 (relu)

5 (softmax)

32 (relu) Fully connected deep 
neural network

The LHC Big Data Problem
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High-Level  

Trigger
L1 

trig
ger

1 KHz  
1 MB/evt

40 MHz

100 KHz

CASE STUDY: JET SUBSTRUCTURE

5 output multi-classifier:  

Does a jet originate from a quark, gluon, W/Z boson, top quark? 

Network architecture 
16 expert inputs 

jet masses, multiplicity 

ECFs (β=0,1,2)

11

• 3-layer model trained 
without regularization


• No pruning applied


• Resulting distribution of 
weights 
 
 
 
 
 
 
 

3-layer model: no reg., no pruning

4

HLS4ML Preliminary

Fully connected deep 
neural network

16 inputs

64 nodes 
activation: ReLU

32 nodes 
activation: ReLU

32 nodes 
activation: ReLU

5 outputs 
activation: SoftMax

Easy

sort of 
OK

Complicated: 
need to be fast 
(10 ms) and with 

very small 
resources



๏ The L1 trigger is a complicated 
environment 

๏ decision to be taken in ~10 μsec 

๏ only access to local portions of 
the detector 

๏ processing on Xilinx FPGA, with 
limited memory resources 

๏ Some ML already running @L1  

๏ CMS has BDT-based regressions 
coded as look-up tables 

๏ Working to facilitate DL solutions 
@L1 with dedicated library

Bring DL to L1
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HLS4ML: CERN/FNAL/MIT collaboration

PROJECT OVERVIEW 14

compressed 
model

Keras 
TensorFlow 

PyTorch 
…

tune configuration
precision  

reuse/latency

HLS  
project

HLS  
conversion

Co-processing kernel

Custom firmware design

model

Usual ML  
software workflow

hls  4  ml

hls4ml

HLS  4  ML

https://hls-fpga-machine-learning.github.io/hls4ml/


๏ Pruning: remove 
parameters that don’t 
really contribute to 
performances 

๏ force parameters 
to be as small as 
possible 
(regularization) 

๏ Remove the small 
parameters 

๏ Retrain

Make the model cheaper

 76

Jennifer Ngadiuba - hls4ml: deep neural networks in FPGAs25.04.2018

Efficient NN design: compression
• Iterative approach: 

- train with L1 regularization (loss function augmented with penalty term):

 24

- sort the weights based on the value relative to the max value of the weights in that layer

Train 
with L1

Retrain 
with L1

Prune

Prune

Retrain 
with L1 Prune

…

1st iteration

2nd iteration

7th iteration

……

Jennifer Ngadiuba - hls4ml: deep neural networks in FPGAs25.04.2018

Efficient NN design: compression
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Train 
with L1

Retrain 
with L1

Prune

Prune

Retrain 
with L1 Prune

…

1st iteration

2nd iteration

7th iteration

……

Prune and repeat the train for 7 iterations



Jennifer Ngadiuba - hls4ml: deep neural networks in FPGAs25.04.2018

Efficient NN design: compression
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Train 
with L1

Retrain 
with L1

Prune

Prune

Retrain 
with L1 Prune

…

1st iteration

2nd iteration

7th iteration

……

Prune and repeat the train for 7 iterations

CHAPTER 3. PRUNING DEEP NEURAL NETWORKS 20

Figure 3.1: Pruning the synapses and neurons of a deep neural network.

the connections that have been removed. The phases of pruning and retraining may be repeated
iteratively to further reduce network complexity. In effect, this training process learns the network
connectivity in addition to the weights — this parallels the human brain development [109] [110],
where excess synapses formed in the first few months of life are gradually "pruned", with neurons
losing little-used connections while preserving the functionally important connections.

On the ImageNet dataset, the pruning method reduced the number of parameters of AlexNet
by a factor of 9× (61 to 6.7 million), without incurring accuracy loss. Similar experiments with
VGG-16 found that the total number of parameters can be reduced by 13× (138 to 10.3 million),
again with no loss of accuracy. We also experimented with the more efficient fully-convolutional
neural networks: GoogleNet (Inception-V1), SqueezeNet, and ResNet-50, which have zero or very
thin fully connected layers. From these experiments we find that they share very similar pruning
ratios before the accuracy drops: 70% of the parameters in those fully-convolutional neural networks
can be pruned. GoogleNet is pruned from 7 million to 2 million parameters, SqueezeNet from 1.2
million to 0.38 million, and ResNet-50 from 25.5 million to 7.47 million, all with no loss of Top-1 and
Top-5 accuracy on Imagenet.

In the following sections, we provide solutions on how to prune neural networks and how to
retrain the pruned model to recover prediction accuracy. We also demonstrate the speedup and
energy efficiency improvements of the pruned model when run on commodity hardware.

3.2 Pruning Methodology

Our pruning method employs a three-step process: training connectivity, pruning connections,
and retraining the remaining weights. The last two steps can be done iteratively to obtain better
compression ratios. The process is illustrated in Figure 3.2 and Algorithm 1.

→ 70% reduction of weights 
and multiplications w/o 
performance loss

๏ Pruning: remove 
parameters that don’t 
really contribute to 
performances 

๏ force parameters 
to be as small as 
possible 
(regularization) 

๏ Remove the small 
parameters 

๏ Retrain

Make the model cheaper
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Jennifer Ngadiuba - hls4ml: deep neural networks in FPGAs25.04.2018

Efficient NN design: compression
• Iterative approach: 

- train with L1 regularization (loss function augmented with penalty term):
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- sort the weights based on the value relative to the max value of the weights in that layer
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Figure 3.1: Pruning the synapses and neurons of a deep neural network.

the connections that have been removed. The phases of pruning and retraining may be repeated
iteratively to further reduce network complexity. In effect, this training process learns the network
connectivity in addition to the weights — this parallels the human brain development [109] [110],
where excess synapses formed in the first few months of life are gradually "pruned", with neurons
losing little-used connections while preserving the functionally important connections.

On the ImageNet dataset, the pruning method reduced the number of parameters of AlexNet
by a factor of 9× (61 to 6.7 million), without incurring accuracy loss. Similar experiments with
VGG-16 found that the total number of parameters can be reduced by 13× (138 to 10.3 million),
again with no loss of accuracy. We also experimented with the more efficient fully-convolutional
neural networks: GoogleNet (Inception-V1), SqueezeNet, and ResNet-50, which have zero or very
thin fully connected layers. From these experiments we find that they share very similar pruning
ratios before the accuracy drops: 70% of the parameters in those fully-convolutional neural networks
can be pruned. GoogleNet is pruned from 7 million to 2 million parameters, SqueezeNet from 1.2
million to 0.38 million, and ResNet-50 from 25.5 million to 7.47 million, all with no loss of Top-1 and
Top-5 accuracy on Imagenet.

In the following sections, we provide solutions on how to prune neural networks and how to
retrain the pruned model to recover prediction accuracy. We also demonstrate the speedup and
energy efficiency improvements of the pruned model when run on commodity hardware.

3.2 Pruning Methodology

Our pruning method employs a three-step process: training connectivity, pruning connections,
and retraining the remaining weights. The last two steps can be done iteratively to obtain better
compression ratios. The process is illustrated in Figure 3.2 and Algorithm 1.

→ 70% reduction of weights 
and multiplications w/o 
performance loss



COMPRESSION 18

There are many schemes for compression 
We do a simplistic, iterative version 

Training with “L1” regularization, up-weight important synapses 
Remove X% of weights and retrain 
Rinse, repeat 

Our case study: 70% network reduction with no performance loss

< total bits, integer bits >

Reaches 32-bit floating 
point performance with 
16-bit fixed point!

Distribution of 
weights in NN

๏ Quantization: reduce the 
number of bits used to 
represent numbers (i.e., 
reduce used memory) 

๏ models are usually trained 
at 64 or 32 bits 

๏ this is not necessarily 
needed in real life 

๏ In our case, we could reduce 
to 16 bits w/o loosing 
precision 

๏ Beyond that, one would have to 
accept some performance loss

Make the model cheaper
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Efficient NN design: quantization
• In FPGAs use fixed point data types → less resources and latency than 32-bit floating 

point 

• NN inputs, weights, biases, outputs represented as

 29

0101.1011101010

width
fractionalinteger

ap_fixed<14,4>

Quantization

Quantized [24, 36–39] and even binarized [40–43] neural networks have been studied in detail as an
additional way to compress neural networks by reducing the number of bits required to represent each
weight. FPGAs provide considerable freedom in the choice of data type and precision. Both are
important to consider to prevent the wasting of FPGA resources and latency. In hls4ml we use fixed
point arithmetic, which uses less resources and latency than floating point arithmetic. Resource usage
using floating point arithmetic and integer arithmetic use the same resources.

The inputs, weights, biases, sums, and outputs of each layer (see Eq. 2.1) are all represented as
fixed point numbers. For each, the number of bits above and below the binary point can be configured
for the use case. It is broadly observed that precision can be reduced significantly without causing a
loss in performance [XXX], but this must be done with care. In Fig. 7, we show the distribution of
the absolute value of the weights after the compression described in Sec. 2.3. In this case, to avoid
overflow in the weights, at least three bits should be assigned above the binary point — two to envelope
the largest absolute value and one for the sign. The neuron values, xm, and intermediate signals in the
FPGA used to compute them, require more bits, given the form of Equation 2.1. We determine the
number of bits to assign below the binary point by scanning physics performance versus number of
these bits.

Figure 7: Distribution of the absolute value of the weights after compression.

In addition to saving on resources used for signal routing, reducing precision saves on resources
and latency used for mathematical operations. For many applications the primary limitation will be
the DSP resources of the FPGA used for multiplication. The number of DSPs used per multiplier
depends on the precision of the numbers being multiplied and can change abruptly. For example, one
Xilinx DSP48 block [XXX] can multiply a 25-bit number with an 18-bit number, but two are required
to multiply a 25-bit number with a 19-bit number. Similarly, the latency of multipliers increases with
precision, though they can remain pipelined. Detailed exploration of the e�ect of calculation precision
is presented in Sec. 3.

– 12 –

integer bits = 2 + 1 for sign
(need more for neurons)

• But need more bits for neurons as computed with 
multiplications and sums → we perform a scan of 
physics performance versus bit precision

• To avoid overflow/underflow of weights at 
least 3 bits needed

ap_fixed<width,integer>

weights
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In addition to saving on resources used for signal routing, reducing precision saves on resources
and latency used for mathematical operations. For many applications the primary limitation will be
the DSP resources of the FPGA used for multiplication. The number of DSPs used per multiplier
depends on the precision of the numbers being multiplied and can change abruptly. For example, one
Xilinx DSP48 block [XXX] can multiply a 25-bit number with an 18-bit number, but two are required
to multiply a 25-bit number with a 19-bit number. Similarly, the latency of multipliers increases with
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– 12 –

integer bits = 2 + 1 for sign
(need more for neurons)

• But need more bits for neurons as computed with 
multiplications and sums → we perform a scan of 
physics performance versus bit precision

• To avoid overflow/underflow of weights at 
least 3 bits needed

ap_fixed<width,integer>

weights



Speed vs Memory
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Efficient NN design: parallelization
• Trade-off between latency and FPGA resource usage determined by the parallelization of 

the calculations in each layer 

• Configure the “reuse factor” = number of times a multiplier is used to do a computation

 31

mult

mult

mult

mult

mult

mult

mult

reuse = 4
use 1 multiplier 4 times

reuse = 2
use 2 multipliers 2 times each

reuse = 1
use 4 multipliers 1 time each

Reuse factor: how much to parallelize operations in a hidden layer

Fully parallel

Fully serial Less resources/ 
Less throughput



Performances

 80

TIMING 23

Behavior of pipeline 
interval controlled well 

by the reuse factor

Additional latency 
introduced by reusing 

the multipliers

15-40 clock cycles (75-200 ns)

RESOURCE USAGE 22

Tuning the throughput with reuse factor  
will reduce the DSP usage

NB: FPGA emulator over-estimates resource needs by a factor 
2-4 (tested our emulation vs actual deployment)


