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HAWC実験：北天サーベイ(2017)

emission is dominated by the pulsed emission originating from
the pulsar. Although the pulsed emission has been observed up
to 1.5 TeV (Ansoldi et al. 2016), most of the TeV emission is
due to inverse Compton scattering in the surrounding PWN
(Atoyan & Aharonian 1996).

The spectrum measured here matches previously published
results. A more complete analysis of the Crab Nebula
observation by HAWC will be presented in a separate
publication (Abeysekara et al. 2017b).

5.2. 2HWC J0631+169 and 2HWC J0635+180—Geminga

2HWC J0631+169 and 2HWC J0635+180 are both found
in the point source search, each above the TS threshold value of
25. The corresponding TS maximum in the 2° extended search

is 126. They appear to be associated with Geminga, a known
GeV (Abdo et al. 2010b) gamma-ray pulsar. Prior to HAWC,
Milagro was the only TeV instrument to have detected it.
Milagro reported an extended source of full width at half
maximum around 2°.6 (Abdo et al. 2009). The large extent of
the source makes it difficult for IACTs to observe it. To date,
none have reported a detection of Geminga (see, e.g., Ahnen
et al. 2016).
Compared to other TeV PWNe, the powering pulsar PSR

J0633+1746 is relatively old (342 kyr), nearby (250 62
120

-
+ pc)

and has a low spindown power 3.2 1034´( erg s−1 ).
Geminga (along with PSR B0656+14) has been proposed
as the dominant source of the local population of TeV
electrons and positrons, and thus a possible explanation for

Figure 7. Parts of the inner Galactic plane region, in Galactic coordinates. The TS map corresponds to a point source hypothesis with a spectral index of −2.7. The
green contour lines indicate values of TS of 15, 16, 17, etc. In this figure and the following, 2HWC sources are represented by white crosses and labels below;
whereas the source listed in TeVCat are represented with black circles and labels above them.
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the PAMELA positron excess (Aharonian et al. 1995; Yüksel
et al. 2009).

When fitted with a uniform disk source model, the extent
observed in HAWC is around 2° in radius, and the measured
spectral index is relatively hard at −2.2. The measured
spectrum depends on the assumed morphology. The flux
measured by HAWC with a 2° radius disk model is
compatible (within statistical error) with the one reported in
Abdo et al. (2007), using an extended source model (2°. 8
FWHM Gauss model). A detailed study of Geminga and
2HWC J0700+143 (see next section) by HAWC will be
presented in a dedicated publication (HAWC Collaboration
2017, in preparation).

5.3. 2HWC J0700+143

With a TS of 29, 2HWC J0700+143 is a new TeV source
discovered in the 1° extended search. The corresponding TS
maximum in the 2° extended search is 51. It is associated with the
B0656+14 pulsar, which has similar characteristics to the Geminga
pulsar: old (111 kyr), nearby (288 27

33
-
+ pc), and low spindown power

(3.8 1034´ erg s−1 ) (Brisken et al. 2003). The corresponding
supernova is believed to be the origin of the Monogem Ring. As
for Geminga, PSR B0656+14 has been proposed as a significant
contributor to the local lepton populations.
The measured extent of this source is around 2°, with a hard

spectral index of about −2.

Figure 8. Same as Figure 7, but farther along the Galactic Plane.
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Abeysekara+ (HAWC Collab.), ApJ, 843, 40 (2017) 広がったガンマ線源を多数発見
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HAWC実験：Crab Nebula (2017)

20 Albert et al.

Systematic Overall Flux Spectral Index log10(E)

Charge Resolution/ Relative Quantum
Efficiency

± 20% ± 0.05 < ± 0.1

PMT Absolute Quantum Efficiency ± 15% ± 0.05 < ± 0.1

Time Dependence, PMT Layout and Crab
Optimization

± 10% ± 0.1 < ± 0.1

Angular Resolution ± 20% ± 0.1

Late Light Simulation ± 40% ± 0.15 < ± 0.15

Total Flux ± 50% ± 0.2 < 0.2

Table 3. Summary of primary contributions to HAWC systematic error in measuring photon fluxes. The different effects
are described in the text. Systematics in the overall flux, the spectral index of sources, and the energy scale are shown. The
systematics claims are conservative and are likely to improve with more understanding and better modeling.

0.3◦ absolute pointing error. Furthermore, the Crab location has been reconstructed separately using data from each
of the 9 B bins and they agree to within 0.1◦.
Finally, other bright known sources, the blazars Markarian 421 and Markarian 501, agree with their known locations

to within 0.1◦.

5. DISCUSSION

5.1. Comparison to Other Experiments

Figure 13 shows the Crab spectrum measured with HAWC between 1 and 37 TeV compared to the spectrum
reported by other experiments. It is consistent with prior measurements within the systematic errors of the HAWC
measurement.

Figure 13. Crab photon energy spectrum measured with HAWC and compared to other measurements using other instruments
(Holler et al. 2016; Aleksić et al. 2015; Meagher 2016; Amenomori et al. 2015, 2009; Bartoli et al. 2015) The red band shown
for HAWC is the ensemble of fluxes allowed at 1σ and the best fit is indicated with a dark red line. The light red band indicates
the systematic extremes of the HAWC flux.
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Figure 10. The figure shows the fraction of gamma rays and background hadron events passing photon/hadron discrimination
cuts as a function of the event size, B. Good efficiency for photons is maintained across all event sizes with hadron efficiency
approaching 1×10−3 for high-energy events.

The limiting rejection at high energies is better than predicted in the sensitivity design study (Abeysekara et al.
2013). The original study was conservative in estimating the rejection power that HAWC would ultimately achieve.
With more than a year of data, we now know the hadron rejection of the cuts and can accurately compute the
background efficiency.

4. SPECTRAL FIT

Knowing the angular resolution and the background in each B, the energy spectrum of the Crab Nebula may be
inferred from the measured data. Section 4.1 describes the likelihood fit to the data. Section 4.2 describes the resulting
measurement, and Section 4.3 describes the systematic errors to which this measurement is subject.

4.1. Likelihood Analysis

The HAWC data is fit using the maximum likelihood approach to find the physical flux of photons from the Crab
(Wilks 1938; Younk et al. 2016). In this approach, the likelihood of observations is found under two “nested” hypotheses
where some number of free parameters are fixed in one model. This approach can be used to conduct a likelihood
ratio test by forming a test statistic, TS, that indicates how likely the data is under a pure background hypothesis or
to test the improvement of having additional free parameters in the functional form of the hypothesis spectrum.
The likelihood function is formed over the small (on the scale of the angular resolution) spatial pixels within 2

degrees of the Crab. Each pixel, p has an expected number of background events of Bp and, for a specific flux model,
an expected number of true photons Sp(⃗a), where a⃗ denotes the parameters of our spectral model of the Crab. The
predicted photon counts fall off from the source according the assumed point spread function. The likelihood L(⃗a) is
then the simple Poisson probability of obtaining the measured events in each pixel, Mp under the assumption of the
flux given by a⃗. The B dependence of each term in Equation 6 is suppressed.

ln(L(⃗a)) =
9
∑

B=1

N
∑

p=1

ln

(

(Bp + Sp(⃗a))
MpeBp+Sp(a⃗)

Mp!

)

(6)
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Specifically, we fit a differential photon flux φ(E) of the log parabola (LP) form:

φ(E) = φ0(E/E0)
−α−β·ln(E/E0) (7)

Here, φ0 is the flux at E0, α is the primary spectral index and β is a second spectral index that governs the changing
spectral power across the energy range of the fit. In this formulation, E0 is not fitted but is chosen to minimize
correlations between the free parameters in the fit. When fit to an LP function, E0 = 7 TeV produces good results.

4.2. Fit Results

We find the parameters for a⃗ that maximize the likelihood function under signal and background hypotheses and
quantify the error region of a⃗ using Wilks’ Theorem (Wilks 1938). Figure 11 shows the corresponding spaces of α, β and
φ0 for the LP fit that are consistent with HAWC data at 1 and 2σ. The maximum likelihood occurs at α = 2.63±0.03,
β = 0.15± 0.03, and log10(φ0 cm2 s TeV) = −12.60± 0.02. At this best flux the TS, compared to the background-only
hypothesis, is 11225, a more than 100σ detection.
The TS between an unbroken power-law hypothesis (with β = 0) and the full LP fit is 142, so the spectrum is

inconsistent with an unbroken power law at 12σ.

Figure 11. Likelihood space around Crab best fit. Shown are the best-fit flux and the region of fluxes allowed at 1 and 2σ.
The space shown is the φ0, α and β space from Equation 7 with a pivot energy of E0 =7 TeV.

We quantify the energy range of this fit two ways. First, we take the spectral fit solution and compute the lower
10% quantile of true energy for B=1 and the upper 90% quantile of true energy for B=9. These are 375 GeV and 85
TeV respectively. This is the energy range over which, under the fitted hypothesis, most of the measured photons are
expected to lie.
A more conservative approach can be made focusing on the lowest and highest energies where HAWC data could

definitively reveal a sharp cutoff in the spectrum. To do this, we separately fit functions of the forms:

φ(x) =

⎧

⎨

⎩

0 if E ≥ Ehigh

φ0E−α, otherwise

and

φ(x) =

⎧

⎨

⎩

0 if E ≤ Elow

φ0E−α, otherwise

to find the highest Elow and lowest Ehigh that are, at 1σ, inconsistent with the HAWC observation. With this approach,
we believe that we have positive detection of photons from the Crab between 1 and 37 TeV. This is not to say that
higher or lower energy photons cannot be a part of the HAWC observation, but using the event size B to measure the
energy of photons limits the dynamic range of the observation. Other sources at other declinations may yield different
answers.

LP (log parabola) fit :
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(a) Recorded Effective Charge (b) Lateral Distribution Function

(c) Recorded Time (d) Shower Curvature/Sampling

Figure 2. These figures illustrate a high-confidence gamma ray from the Crab Nebula, taken from a dataset with a better than
10:1 signal to background ratio. Panels a and c show an overhead view of the HAWC instrument with large circles to indicate
individual WCDs and small circles to indicate individual PMTs. Sporadic PMTs have been removed as described in Section
2.3. Panel a shows the PMT Effective Charge, defined in Section 2.2, for each PMT that recorded a hit during the event. The
shower core is evident. Panel c shows the time each PMT recorded a hit with a color pattern due to the inclination of the
shower. Panel b shows the lateral distribution function, the effective charge recorded as a function of the distance from the
hit PMT to the reconstructed core. The fitted function from the core fit (Section 2.4) is overlaid. From this distribution, the
photon/hadron separation parameters C and P are computed (Section 2.6) and the moving average used in the computation of
P is shown. Finally, Panel d shows the time each PMT recorded a hit relative to a perfect shower plane (under the assumption
that the photon came from the Crab,as explained in Section 2.5) as a function of the distance of the hit from the shower core.
The need for a timing correction before the plane fit (due to the curvature and sampling effects) is evident in Panel d.

Throughout the analysis, the Crab is assumed to be at a location of 83.63◦ right ascension and 22.01◦ declination,
in the J2000.0 epoch, taken from Aharonian et al. (2004). While the pulsar position is known more precisely (e.g.
Comella et al. (1969)), this precision is sufficient for use in HAWC.

2.3. Hit Selection and Event Size Bins

HAWC実験：イベント再構成
Crabからのガンマ線候補事象
エネルギー不明 >10TeV?

ü 検出器間の相対的時間差
ü 水タンク：空気シャワー中のガンマ線にも高感度
ü 高い有感面積 à 良い角度分解能

Abeysekara+ (HAWC Collab), ApJ, 843, 39 (2017)

方向決定
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(a) Recorded Effective Charge (b) Lateral Distribution Function

(c) Recorded Time (d) Shower Curvature/Sampling

Figure 2. These figures illustrate a high-confidence gamma ray from the Crab Nebula, taken from a dataset with a better than
10:1 signal to background ratio. Panels a and c show an overhead view of the HAWC instrument with large circles to indicate
individual WCDs and small circles to indicate individual PMTs. Sporadic PMTs have been removed as described in Section
2.3. Panel a shows the PMT Effective Charge, defined in Section 2.2, for each PMT that recorded a hit during the event. The
shower core is evident. Panel c shows the time each PMT recorded a hit with a color pattern due to the inclination of the
shower. Panel b shows the lateral distribution function, the effective charge recorded as a function of the distance from the
hit PMT to the reconstructed core. The fitted function from the core fit (Section 2.4) is overlaid. From this distribution, the
photon/hadron separation parameters C and P are computed (Section 2.6) and the moving average used in the computation of
P is shown. Finally, Panel d shows the time each PMT recorded a hit relative to a perfect shower plane (under the assumption
that the photon came from the Crab,as explained in Section 2.5) as a function of the distance of the hit from the shower core.
The need for a timing correction before the plane fit (due to the curvature and sampling effects) is evident in Panel d.

Throughout the analysis, the Crab is assumed to be at a location of 83.63◦ right ascension and 22.01◦ declination,
in the J2000.0 epoch, taken from Aharonian et al. (2004). While the pulsar position is known more precisely (e.g.
Comella et al. (1969)), this precision is sufficient for use in HAWC.

2.3. Hit Selection and Event Size Bins

HAWC実験：イベント再構成

ラテラル分布 ： SFCF : Super Fast Core Fit

8 Albert et al.

Figure 3. Fits to the true energy distribution of photons from a source with a spectrum of the form E−2.63 at a declination
of +20◦N for B between 1 and 9, summed across a transit of the source. Better energy resolution and dynamic range can be
achieved with a more sophisticated variable that takes into account the zenith angle of events and the total light level on the
ground. The curves have been scaled to the same vertical height for display.

2.4. Core Reconstruction

In an air shower, the concentration of secondary particles is highest along the trajectory of the original primary
particle, termed the air shower core. Determining the position of the core on the ground is key to reconstructing the
direction of the primary particle. In the sample event, Figure 2, the air shower core is evident in Figure 2a. The image
is an overhead view of the HAWC detector with circles indicating the WCD location and the PMTs within the WCDs.
The colors indicate the amount of light (measured in units of PEs) seen in each PMT. The air shower core is evident
as the point of maximum PE density.
The PE distribution on the ground is fit with a function that decreases monotonically with the distance from the

shower core. The signal in the ith PMT, Si, is presumed to be

Si = S(A, x⃗, x⃗i) = A
( 1

2πσ2
e−|x⃗i−x⃗|2/2σ2

+
N

(0.5 + |x⃗i − x⃗|/Rm)3

)

(1)

where x⃗ is the core location, x⃗i is the location of the measurement, Rm is the Molière radius of the atmosphere,
approximately 120 m at HAWC altitude, σ is the width of the Gaussian, and N is the normalization of the tail.
Fixed values of σ = 10 m and N = 5 · 10−5 are used. This leaves three free parameters, the core location and overall
amplitude, A.
The functional form used in this algorithm, termed the Super Fast Core Fit (SFCF), is a simplification of a modified

Nishimura-Kamata-Greisen (NKG) function (Greisen 1960) and is chosen for rapid fitting of air shower cores. The
NKG function has an additional free parameter, the shower age, and involves computationally intensive power law and
gamma function evaluation. The SFCF hypothesis in Equation 1 is similar but numerical minimization can converge
faster because: the function is simpler, the derivatives are computed analytically, and the lack of a pole at the core
location.
Figure 2b shows the recorded charge in each PMT as a function of the PMT’s distance along the ground to the

reconstructed shower core. The fit for this event is shown along with the PINCness moving average from Section 2.6.
While the full NKG function would describe the lateral distribution better, the SFCF form allows rapid identification
the center of showers and this is sufficient for the present analysis. Cores can be localized to a median error of ∼2

ü 簡略化したNKG関数？

Abeysekara+ (HAWC Collab), ApJ, 843, 39 (2017)
Crabからのガンマ線候補事象
エネルギー不明 >10TeV?

エネルギー決定
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HAWC実験：エネルギー分解能
8 Albert et al.

Figure 3. Fits to the true energy distribution of photons from a source with a spectrum of the form E−2.63 at a declination
of +20◦N for B between 1 and 9, summed across a transit of the source. Better energy resolution and dynamic range can be
achieved with a more sophisticated variable that takes into account the zenith angle of events and the total light level on the
ground. The curves have been scaled to the same vertical height for display.

2.4. Core Reconstruction

In an air shower, the concentration of secondary particles is highest along the trajectory of the original primary
particle, termed the air shower core. Determining the position of the core on the ground is key to reconstructing the
direction of the primary particle. In the sample event, Figure 2, the air shower core is evident in Figure 2a. The image
is an overhead view of the HAWC detector with circles indicating the WCD location and the PMTs within the WCDs.
The colors indicate the amount of light (measured in units of PEs) seen in each PMT. The air shower core is evident
as the point of maximum PE density.
The PE distribution on the ground is fit with a function that decreases monotonically with the distance from the

shower core. The signal in the ith PMT, Si, is presumed to be

Si = S(A, x⃗, x⃗i) = A
( 1

2πσ2
e−|x⃗i−x⃗|2/2σ2

+
N

(0.5 + |x⃗i − x⃗|/Rm)3

)

(1)

where x⃗ is the core location, x⃗i is the location of the measurement, Rm is the Molière radius of the atmosphere,
approximately 120 m at HAWC altitude, σ is the width of the Gaussian, and N is the normalization of the tail.
Fixed values of σ = 10 m and N = 5 · 10−5 are used. This leaves three free parameters, the core location and overall
amplitude, A.
The functional form used in this algorithm, termed the Super Fast Core Fit (SFCF), is a simplification of a modified

Nishimura-Kamata-Greisen (NKG) function (Greisen 1960) and is chosen for rapid fitting of air shower cores. The
NKG function has an additional free parameter, the shower age, and involves computationally intensive power law and
gamma function evaluation. The SFCF hypothesis in Equation 1 is similar but numerical minimization can converge
faster because: the function is simpler, the derivatives are computed analytically, and the lack of a pole at the core
location.
Figure 2b shows the recorded charge in each PMT as a function of the PMT’s distance along the ground to the

reconstructed shower core. The fit for this event is shown along with the PINCness moving average from Section 2.6.
While the full NKG function would describe the lateral distribution better, the SFCF form allows rapid identification
the center of showers and this is sufficient for the present analysis. Cores can be localized to a median error of ∼2

fhit =
# of PMT hits

total # of available PMTs

Observation of the Crab Nebula with HAWC 7

B fhit ψ68 P Maximum C Minimum Crab Excess Per Transit

1 6.7 - 10.5% 1.03 <2.2 >7.0 68.4 ± 5.0

2 10.5 - 16.2% 0.69 3.0 9.0 51.7 ± 1.9

3 16.2 - 24.7% 0.50 2.3 11.0 27.9 ± 0.8

4 24.7 - 35.6% 0.39 1.9 15.0 10.58 ± 0.26

5 35.6 - 48.5% 0.30 1.9 18.0 4.62 ± 0.13

6 48.5 - 61.8% 0.28 1.7 17.0 1.783 ± 0.072

7 61.8 - 74.0% 0.22 1.8 15.0 1.024 ± 0.053

8 74.0 - 84.0% 0.20 1.8 15.0 0.433 ± 0.033

9 84.0 - 100.0% 0.17 1.6 3.0 0.407 ± 0.032

Table 2. Cuts used for the analysis. The definition of the size bin B is given by the fraction of available PMTs, fhit, that
record light during the event. Larger events are reconstructed better and ψ68, the angular bin that contains 68% of the events,
reduces dramatically for larger events. The parameters P and C (Section 2.6) characterize the charge topology and are used to
remove hadronic air shower events. Events with a P less than indicated and a C greater than indicated are considered photon
candidates. The cuts are established by optimizing the statistical significance of the Crab and trend toward harder cuts at larger
size events. The number of excess events from the Crab in each B bin per transit is shown as well.

As described in Section 1, the HAWC DAQ records 1.5 µs of data from all PMTs that have a hit during an air
shower event. A subset of these hits are selected for the air shower fit. To be used for the air shower fit, hits must be
found between -150 and +400 ns around the trigger time. Hits are removed if they occur shortly after a high-charge hit
under the assumption that these hits are likely contaminated with afterpulses. Additionally, hits are removed if they
have a pattern of TDC crossings that is not characteristic of real light; they cannot be calibrated accurately. Finally,
each channel has an individual maximum calibrated charge, typically a few thousand PEs, but no more than 104 PEs,
above which the PMTs are not used. Above ∼104 PEs, corresponding to a ToT of ∼400 ns, prompt afterpulsing in the
PMTs can artificially lengthen the ToT measurement giving a false measurement. Channels are considered available
for reconstruction if they have a live PMT taking data which has not been removed by one of these cuts.
The angular error and the ability to distinguish photon events from hadron events is strongly dependent on the

energy and size of events on the ground. We adopt analysis cuts and an angular resolution description that depends
on this measured size. The data is divided into 9 size bins, B, as outlined in Table 2. The size of the event is defined
as the ratio of the number of PMT hits used by the event reconstruction to the total number of PMTs available for
reconstruction, fhit. This definition allows for relative stability of the binning when PMTs are occasionally taken out
of service.
For this analysis, events are only used if they have more than 6.7% of the available PMTs seeing light. Since typically

1000 PMTs are available, typically a minimum of 70 PMTs is needed for an event. This is substantially higher than
the trigger threshold. The data between the trigger threshold and the threshold for B = 1 in this analysis consists
of real air showers, and techniques to recover these events and lower the energy threshold, beyond what is presented
here, are under study.
Figure 3 shows the distribution of true energies as a function of the B of the events. The distribution of energies

naturally depends heavily on the source itself, both its spectrum and the angle at which it culminates during its transit.
A pure power-law spectrum with a shape of E−2.63 and a declination of 20◦ was assumed for this figure. As B is a
simple variable — containing no correction for zenith angle, impact position, or light level in the event — the energy
distribution of B bins is wide. Section 5.3 discusses planned improvements to this event parameter that will measure
the energy of astrophysical gamma rays better.
Bin B = 9 bears particular attention. It is an “overflow” bin containing events which have between 84% and 100%

of the PMTs in the detector seeing light. Typically, a 10 TeV photon will hit nearly every sensor and the B variable
has no dynamic range above this energy. This limit is not intrinsic to HAWC and variables that utilize the light level
seen in PMTs on the ground, similar to what was used in the original sensitivity study (Abeysekara et al. 2013), have
dynamic range above 100 TeV. These variables, not used in this analysis, will improve the identification of high-energy
events. This is discussed farther in Section 5.3.

ü エネルギー分解能 ~1000%
ü ラテラル分布は使わない？使えない？

MCシミュレーションによる各ビン(fhit)のエネルギー分布

Abeysekara+ (HAWC Collab), ApJ, 843, 39 (2017)
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HAWC実験：エネルギー決定の不定性
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Figure 4.5 The modified reduced-χ2 distribution of the core fit for gamma rays (green)
and cosmic rays (red) from simulations.
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Figure 4.6 A core distribution with online reconstruction using data taken with the
full array.

55

ü 空気シャワーの発生高度のばらつき
ü コア位置の決定精度 40 - 60m (68%C.L.)
ü アレイ外側に落ちたイベントの染み込み
ü その他？

HAWC High Energy Upgrade with a Sparse Outrigger Array Vikas Joshi
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Sim
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Figure 5: Core resolution obtained vs. simulated energy in log10 scale (log10(ESim/GeV)). The points in
each energy bin represent the 68% containment area of the coreSimulated-coreReconstructed distribution. SFCF
is the present core fit method being used in HAWC and LH is the likelihood method presented here. Array
used means the array used for the reconstruction. All showers were thrown on the outriggers as shown in
Figure 1.

and certainly, it will ameliorate the reconstruction of the showers falling outside the main array.

5. Current Status and Outlook

The deployment of the outrigger array is currently taking place. The first few outriggers are
already taking data on site using the FALCON electronics. The FALCON readout integration to
the central DAQ will be finished soon. The software for the reconstruction chain is already in a
very good shape and the first results using simulations look encouraging. The next step is to deploy
the sections one by one, the deployment of the first one being imminent. The full outrigger array is
planned to be completed by the beginning of next year.

A fully functional outrigger array will be able to resolve the uncertainties in determining the
core location for big showers falling outside the main array. That will lessen the ambiguities in the
shower reconstruction and hence will improve the sensitivity at the highest energies.
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HAWC実験：系統誤差 (2017)
20 Albert et al.

Systematic Overall Flux Spectral Index log10(E)

Charge Resolution/ Relative Quantum
Efficiency

± 20% ± 0.05 < ± 0.1

PMT Absolute Quantum Efficiency ± 15% ± 0.05 < ± 0.1

Time Dependence, PMT Layout and Crab
Optimization

± 10% ± 0.1 < ± 0.1

Angular Resolution ± 20% ± 0.1

Late Light Simulation ± 40% ± 0.15 < ± 0.15

Total Flux ± 50% ± 0.2 < 0.2

Table 3. Summary of primary contributions to HAWC systematic error in measuring photon fluxes. The different effects
are described in the text. Systematics in the overall flux, the spectral index of sources, and the energy scale are shown. The
systematics claims are conservative and are likely to improve with more understanding and better modeling.

0.3◦ absolute pointing error. Furthermore, the Crab location has been reconstructed separately using data from each
of the 9 B bins and they agree to within 0.1◦.
Finally, other bright known sources, the blazars Markarian 421 and Markarian 501, agree with their known locations

to within 0.1◦.

5. DISCUSSION

5.1. Comparison to Other Experiments

Figure 13 shows the Crab spectrum measured with HAWC between 1 and 37 TeV compared to the spectrum
reported by other experiments. It is consistent with prior measurements within the systematic errors of the HAWC
measurement.

Figure 13. Crab photon energy spectrum measured with HAWC and compared to other measurements using other instruments
(Holler et al. 2016; Aleksić et al. 2015; Meagher 2016; Amenomori et al. 2015, 2009; Bartoli et al. 2015) The red band shown
for HAWC is the ensemble of fluxes allowed at 1σ and the best fit is indicated with a dark red line. The light red band indicates
the systematic extremes of the HAWC flux.

ü シミュレーションでは信号の到来時間分布はおおよそ10ns以内に収まる
が、50PEs以上のPE分布等は何かモデルが間違っていることを示唆

ü データの到来時間分布はシミュレーションの期待値より広がっている。
à チェレンコフ光の反射とか?(タンク内壁は黒プラスチック)
à ToT(Time over Threshold)による電荷測定による系統誤差？

Abeysekara+ (HAWC Collab), ApJ, 843, 39 (2017)



チベット空気シャワー観測装置

10

p チベット (90.522oE, 30.102oN) 標高4300 m

現行装置のスペック
p シンチレーション検出器数 0.5 m2 x 789
p 空気シャワー有効面積 ~37,000 m2
p 観測エネルギー >TeV
p 角度分解能 ~0.5°@10TeV

~0.2°@100TeV
p 視野 ~2 sr

à空気シャワー中の二次粒子(主にe+/-,γ)を観測し
一次宇宙線エネルギー、方向を測定



チベット水チェレンコフミューオン観測装置 (Tibet MD)

à空気シャワー中のミューオン数
を測定し、ガンマ線／核子選別

~4200m2

11

ü 地下 2.5m (物質厚 ~ 515g/cm2 ~19X0)
ü 7.2m×7.2m×水深1.5m 水槽 80台
ü 20”ΦPMT (HAMAMATSU R3600)
ü 水槽材質：コンクリート+白色反射材

100TeV������������ ���!
�� ���������!�
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バックグランドフリーガンマ線

14

100TeV

カット後、>99.9%の宇宙線を除去@100TeV
à バックグランドフリー、電磁成分優勢のシャワー

10TeV
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Crab Nebula

IC
π0 decay

HEGRA 2004
HESS 2006

CASA-MIA 90%U.L.
Tibet-MD (IC) Expected
Tibet-MD (π0) Expected

100TeVガンマ線は存在するか?

>80TeV 全天で未観測領域

HEGRA à Power-Law
HESS à Cut-off

p0 decay成分による構造

エネルギー分解能の向上

ガンマ線起源の空気シャワーの
横方向分布を用いてNKG関数
によりエネルギー推定

2-year Observation

p0 decay
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Fig. 1 Upper figures : Event displays of typical MC gamma-ray events assuming the Tibet AS array. The
small open squares indicate the positions of the scintillation counters with an area of 0.5 m2. Circle size
is proportional to the logarithms of the number of particles detected in each counter. The circle colors
represent the relative timings of signal detected by the counter. The red arrow indicates the arrival direction
of each shower toward the shower core location identified at the arrow head. The selected air shower cores
are located within the enclosed region with the dashed line. Lower figures : The lateral distribution of MC
gamma-ray events. The solid curves show the NKG functions fitted to the data with r > 10 m. The dashed
curves display the extrapolations of the fitted NKG functions to r < 10 m. The generated energies and zenith
angles of these events are 21 TeV and 19.0 ◦ for (a)(b), and 102 TeV and 15.8◦ for (c)(d), respectively

into electron-positron pairs. The recording of signals from FT counters is made 69

for time and charge information from the high-gain PMTs, but only for the charge 70

information from the low-gain PMTs. The D counters surrounding the inner array 71

are also equipped with both high-gain and low-gain PMTs, where only the charge 72

information from both PMTs is recorded. An event trigger signal is issued when any 73

four-fold coincidence occurs in FT counters recording more than 0.6 particles. 74

3 MC simulation 75

We study the performance of the AS array based on a full MC simulation using the 76

CORSIKA version 7.4 code [6] for air shower event generation and the GEANT4 77

ガンマ線空気シャワーのイベントマップ(MC)
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code [7] for response of each scintillation counter, respectively. The air showers are
generated by the CORSIKA with EPOS LHC [8], as a hadronic interaction model
assuming the following energy spectra of primary particles. A spectrumwith a power-
low index of −2.0 is assumed for the primary gamma-ray spectrum above 0.3 TeV.
A primary cosmic-ray spectrum and its mass composition are sampled mainly from
the direct observational data above 0.3 TeV [9]. The core locations of generated air
showers are uniformly distributed within a 300 m in-radius circle centered at the
array. Subsequently, generated secondary particles in the air shower are fed into the
detector simulation based on the GEANT4 code, and are analyzed in the same way
as the experimental data to reconstruct the energy and the arrival direction.

4 MC data analysis

The reconstructed core location of an air shower on the AS array is estimated by the
density weighted position as follows,

(Xcore, Ycore) =
(∑

i ρ
2
i x i∑

i ρ
2
i

,

∑
i ρ

2
i y i∑

i ρ
2
i

)

, (1)

where (x i , y i) and ρi are the coordinates and the number density (m−2) of detected
particles, respectively, of the i-th counter. The errors of core location at 10 TeV and
100 TeV are estimated to be 10.0 m and 4.7 m, respectively, corresponding to 68 %
confidence level.

The primary gamma-ray energy can be estimated from the lateral distribution of
particle density from the air shower core location determined by (1). To estimate air
shower size (the total number of particles in an air shower at the altitude of the site),
we fit the lateral distribution of particle density measured by the AS array using the
following Nishimura-Kamata-Greisen (NKG) function [10, 11].

ρNKG(r) =
Ne

r2m

"(4.5 − s)

2π"(s)"(4.5 − 2s)

(
r

rm

)s−2 (
1+ r

rm

)s−4.5

, (2)

where r is the distance from air shower axis,Ne (the total number of particles in an air
shower observed at an altitude) and s are free parameters denoting the air shower size
and the age of the air shower, respectively, and rm (Moliere unit) is a fixed parameter
set to be 130 m. The counters located closer than 10 m from the air shower axis are
not used for this fitting because of a small number of counters in this area and a large
fluctuation of particle density due to the error in core location determination. Also FT
(D) counters detecting more than 15 (5,000) particles are not used, because the PMT
linearity fails for such high particle density. Figure 1 shows typical event display
maps, and lateral distributions of gamma-ray events generated by the MC simulation.
Each point in Fig. 1b, d is the averaged particle density by counters within a circular
ring of $r width including “silent” counters. The hardware threshold of each “silent”
counter is approximately 0.2 particles / counter. The generated energies and zenith
angles of these events are 21 TeV and 19.0◦ for (a)(b), and 102 TeV and 15.8◦ for
(c)(d), respectively. The angular resolutions at 10 TeV and 100 TeV are estimated

再構成コア位置

決定精度： 10m  @10TeV  (68%C.L.)
4.7m @100TeV (68%C.L.)

Kawata+ Exp Astron, 44, 1 (2017)
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Fig. 1 Upper figures : Event displays of typical MC gamma-ray events assuming the Tibet AS array. The
small open squares indicate the positions of the scintillation counters with an area of 0.5 m2. Circle size
is proportional to the logarithms of the number of particles detected in each counter. The circle colors
represent the relative timings of signal detected by the counter. The red arrow indicates the arrival direction
of each shower toward the shower core location identified at the arrow head. The selected air shower cores
are located within the enclosed region with the dashed line. Lower figures : The lateral distribution of MC
gamma-ray events. The solid curves show the NKG functions fitted to the data with r > 10 m. The dashed
curves display the extrapolations of the fitted NKG functions to r < 10 m. The generated energies and zenith
angles of these events are 21 TeV and 19.0 ◦ for (a)(b), and 102 TeV and 15.8◦ for (c)(d), respectively

into electron-positron pairs. The recording of signals from FT counters is made 69

for time and charge information from the high-gain PMTs, but only for the charge 70

information from the low-gain PMTs. The D counters surrounding the inner array 71

are also equipped with both high-gain and low-gain PMTs, where only the charge 72

information from both PMTs is recorded. An event trigger signal is issued when any 73

four-fold coincidence occurs in FT counters recording more than 0.6 particles. 74

3 MC simulation 75

We study the performance of the AS array based on a full MC simulation using the 76

CORSIKA version 7.4 code [6] for air shower event generation and the GEANT4 77

ガンマ線空気シャワー横方向分布(MC)
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ガンマ線起源空気シャワーは電磁成分が優勢à オリジナルのNKG関数でフィット
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code [7] for response of each scintillation counter, respectively. The air showers are
generated by the CORSIKA with EPOS LHC [8], as a hadronic interaction model
assuming the following energy spectra of primary particles. A spectrumwith a power-
low index of −2.0 is assumed for the primary gamma-ray spectrum above 0.3 TeV.
A primary cosmic-ray spectrum and its mass composition are sampled mainly from
the direct observational data above 0.3 TeV [9]. The core locations of generated air
showers are uniformly distributed within a 300 m in-radius circle centered at the
array. Subsequently, generated secondary particles in the air shower are fed into the
detector simulation based on the GEANT4 code, and are analyzed in the same way
as the experimental data to reconstruct the energy and the arrival direction.

4 MC data analysis

The reconstructed core location of an air shower on the AS array is estimated by the
density weighted position as follows,

(Xcore, Ycore) =
(∑

i ρ
2
i x i∑

i ρ
2
i

,

∑
i ρ

2
i y i∑

i ρ
2
i

)

, (1)

where (x i , y i) and ρi are the coordinates and the number density (m−2) of detected
particles, respectively, of the i-th counter. The errors of core location at 10 TeV and
100 TeV are estimated to be 10.0 m and 4.7 m, respectively, corresponding to 68 %
confidence level.

The primary gamma-ray energy can be estimated from the lateral distribution of
particle density from the air shower core location determined by (1). To estimate air
shower size (the total number of particles in an air shower at the altitude of the site),
we fit the lateral distribution of particle density measured by the AS array using the
following Nishimura-Kamata-Greisen (NKG) function [10, 11].

ρNKG(r) =
Ne

r2m

"(4.5 − s)

2π"(s)"(4.5 − 2s)

(
r

rm

)s−2 (
1+ r

rm

)s−4.5

, (2)

where r is the distance from air shower axis,Ne (the total number of particles in an air
shower observed at an altitude) and s are free parameters denoting the air shower size
and the age of the air shower, respectively, and rm (Moliere unit) is a fixed parameter
set to be 130 m. The counters located closer than 10 m from the air shower axis are
not used for this fitting because of a small number of counters in this area and a large
fluctuation of particle density due to the error in core location determination. Also FT
(D) counters detecting more than 15 (5,000) particles are not used, because the PMT
linearity fails for such high particle density. Figure 1 shows typical event display
maps, and lateral distributions of gamma-ray events generated by the MC simulation.
Each point in Fig. 1b, d is the averaged particle density by counters within a circular
ring of $r width including “silent” counters. The hardware threshold of each “silent”
counter is approximately 0.2 particles / counter. The generated energies and zenith
angles of these events are 21 TeV and 19.0◦ for (a)(b), and 102 TeV and 15.8◦ for
(c)(d), respectively. The angular resolutions at 10 TeV and 100 TeV are estimated

S50
S50

S50 : ����50m������
(���� �"��������� AGASA:S600, TA:S800)

Ne : 
	��!"��� Kawata+ Exp Astron, 44, 1 (2017)



真のエネルギーとの相関(MC)

(a)  S50 : NKG関数で得られた
コアから50m地点の粒子密度

(b)  Ne : NKG関数で得られたシャワーサイズ
(c)  Sr : 検出器で得られた単純な総粒子数
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to be approximately 0.5◦ and 0.2◦, respectively, although the reconstruction of the 114

arrival direction of an air shower is not discussed in this paper. 115

The primary cosmic-ray energy has been traditionally estimated from the recon- 116

structed air shower size Ne using the NKG function or simply the sum of detected 117

particle density [5, 12]. In the analysis of the ultra-high-energy cosmic rays with 118

E >∼ 1016 eV observed by a widely spread array (> 1 km spacing), the particle 119

density at only a specific distance from the shower axis has been used as a well estab- 120

lished energy estimator, which depends weakly on the interaction models, fluctuation 121

in shower development, and the primary mass [13]. For example, the Telescope Array 122

experiment has adopted S800, which is the particle density at a lateral distance of 800 123

m from the core, as an energy estimator [14]. Following this parameter, we define an 124

air shower parameter S50, which is the particle density at 50 m from the air shower 125

axis, namely ρNKG(50) in (2), as a new energy estimator. 126

5 Results and discussions 127

We evaluate performances of S50, Ne and
∑

ρ, each as an estimator of primary 128

gamma-ray energy. The following criteria are used for selecting MC events: (1) each 129

shower event should fire 16 or more FT counters that have each recorded 1.25 or 130

more particles; (2) The air shower core should be inside of the array enclosed region 131

with the dashed line in Fig. 1a and c; (3) the zenith angle of the event arrival direc- 132

tion should be less than 20◦; (4) the shower ages derived from the best-fitting NKG 133

function should be between 0.3 and 1.3 for MC events used to evaluate performances 134

of S50 and Ne. 135

Figure 2 shows correlations between generated gamma-ray energy (EGEN) and 136

three different energy estimators, which are (a) S50 and (b) air shower size Ne both 137

calculated from best-fitting (2) to lateral distributions, and (c) the sum of particle den- 138

sity
∑

ρ. The conversion factor between the true energy (EGEN) and reconstructed 139

energy (EREC) in each panel is directly calculated from the best-fit polynomial func- 140

tions shown by red solid curves in this figure. It is seen that S50 is a better estimator 141

than Ne and
∑

ρ, since this is weakly affected by the fluctuation of air shower events. 142

Fig. 2 Correlations between the generated gamma-ray energy and (a) S50, (b) Ne and (c)
∑

ρ. The red
solid curve shows the conversion function to the reconstructed energy in each panel. The zenith angle of
the air shower θ is smaller than 20◦
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各決定因子によるエネルギー分解能(MC)
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Fig. 3 Energy resolution (σln∆E) vs the reconstructed energy using different three estimators, S50 (red
squares), Ne (blue circles) and

∑
ρ (green triangles). σln∆E is the standard deviation of the logarithmic Gaus-

sian function. All results assume the case of the zenith angle θ < 20◦.
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Fig. 4 Energy resolution (σln∆E) vs the Sr parameter, which is ρNKG(r) in Eq.2 at different three energy ranges,
1.0 < log(E[TeV]) < 1.5 (green triangles), 1.75 < log(E[TeV]) < 2.25 (red squares) and 2.5 < log(E[TeV]) <
3.0 (blue circles). σln∆E is the standard deviation of the logarithmic Gaussian function. All results assume the
case of the zenith angle θ < 20◦.

Figure 3 shows the energy resolutions as a function of the reconstructed energy using S50, Ne and∑
ρ. The resolution is estimated by fitting a logarithmic Gaussian function to ln∆E = ln(EREC/EGEN)

distribution obtained by using each estimator. The vertical axis denotes the standard deviation (σln∆E)
of the logarithmic Gaussian function. The energy resolutions using S50 at 10 TeV and 100 TeV gamma
rays are estimated to be approximately σln∆E = 0.40 and 0.16, which correspond to (−33/+49)% and
(−15/+17)%, respectively, in linear scale. We find S50 giving a better energy resolution than Ne and∑

ρ, which have been used so far, above 10 TeV. We also investigate different Sr parameters, which
are ρNKG(r) in Eq.2, from r = 10 to 100 every 10 m in Fig. 4. As a result, the energy resolutions using

ü ln(EREC/EGEN) をガウス分布
でフィット à 分散：σlnΔE

100<EREC(TeV)<178

q<20�
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各決定因子によるエネルギー分解能(MC)

21

5

 [TeV]RECE
10 210

3
10

E
∆

ln
σ

E
n

e
rg

y
 r

e
s
o

lu
ti

o
n

 

0

0.1

0.2

0.3

0.4

0.5
Estimators

ρΣ     

e        N

        S50

Fig. 3 Energy resolution (σln∆E) vs the reconstructed energy using different three estimators, S50 (red
squares), Ne (blue circles) and

∑
ρ (green triangles). σln∆E is the standard deviation of the logarithmic Gaus-

sian function. All results assume the case of the zenith angle θ < 20◦.
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Fig. 4 Energy resolution (σln∆E) vs the Sr parameter, which is ρNKG(r) in Eq.2 at different three energy ranges,
1.0 < log(E[TeV]) < 1.5 (green triangles), 1.75 < log(E[TeV]) < 2.25 (red squares) and 2.5 < log(E[TeV]) <
3.0 (blue circles). σln∆E is the standard deviation of the logarithmic Gaussian function. All results assume the
case of the zenith angle θ < 20◦.

Figure 3 shows the energy resolutions as a function of the reconstructed energy using S50, Ne and∑
ρ. The resolution is estimated by fitting a logarithmic Gaussian function to ln∆E = ln(EREC/EGEN)

distribution obtained by using each estimator. The vertical axis denotes the standard deviation (σln∆E)
of the logarithmic Gaussian function. The energy resolutions using S50 at 10 TeV and 100 TeV gamma
rays are estimated to be approximately σln∆E = 0.40 and 0.16, which correspond to (−33/+49)% and
(−15/+17)%, respectively, in linear scale. We find S50 giving a better energy resolution than Ne and∑

ρ, which have been used so far, above 10 TeV. We also investigate different Sr parameters, which
are ρNKG(r) in Eq.2, from r = 10 to 100 every 10 m in Fig. 4. As a result, the energy resolutions using

ü ln(EREC/EGEN) をガウス分布
でフィット à 分散：σlnΔE

ü S50が10-1000TeVで
最も良いエネルギー分解能

ü 10TeV以下はSrが良い

ü 1000TeV以上は同程度に近づく

ü Srの200TeV以上での分解能
低下：空気シャワーコアが検出
器を直撃したイベントの影響。
700TeVで回復するのは検出器が
サチり影響が薄まるため。

q<20�
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Srパラメータの最適化(MC)
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Fig. 3 Energy resolution (σln∆E) vs the reconstructed energy using different three estimators, S50 (red
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sian function. All results assume the case of the zenith angle θ < 20◦.
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Fig. 4 Energy resolution (σln∆E) vs the Sr parameter, which is ρNKG(r) in Eq.2 at different three energy ranges,
1.0 < log(E[TeV]) < 1.5 (green triangles), 1.75 < log(E[TeV]) < 2.25 (red squares) and 2.5 < log(E[TeV]) <
3.0 (blue circles). σln∆E is the standard deviation of the logarithmic Gaussian function. All results assume the
case of the zenith angle θ < 20◦.

Figure 3 shows the energy resolutions as a function of the reconstructed energy using S50, Ne and∑
ρ. The resolution is estimated by fitting a logarithmic Gaussian function to ln∆E = ln(EREC/EGEN)

distribution obtained by using each estimator. The vertical axis denotes the standard deviation (σln∆E)
of the logarithmic Gaussian function. The energy resolutions using S50 at 10 TeV and 100 TeV gamma
rays are estimated to be approximately σln∆E = 0.40 and 0.16, which correspond to (−33/+49)% and
(−15/+17)%, respectively, in linear scale. We find S50 giving a better energy resolution than Ne and∑

ρ, which have been used so far, above 10 TeV. We also investigate different Sr parameters, which
are ρNKG(r) in Eq.2, from r = 10 to 100 every 10 m in Fig. 4. As a result, the energy resolutions using

S10からS100を調べた結果

ü どのエネルギー領域でも
S40-S60が最適

ü ガンマ線の天頂角にも若干
の依存性あり

q<20�
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100TeVガンマ線は存在するか?

エネルギー決定精度に
よるもれだし
新手法 S50 : ~2 events
従来法 Sr :    ~4 events

信号13 events の場合
新手法 : 5.1s
従来法 : 3.5s

1.5倍のSignificanceの改善
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HAWC実験：陽子のエネルギー決定について
� *�9L5GBT_fYA<4=

7

FIG. 4. Resulting energy bias (left) and resolution (right) for all particles and protons as a function of the true energy using the
energy estimation method provided the event selection criteria. The vertical bars in the left panel represent the width of the
bias distribution or the energy resolution, while the uncertainty in the bias value is comparatively miniscule. The uncertainties
shown for the energy resolution are those estimated from the fit of a Gaussian to the bias. The bars in the coordinate represent
the bin width in true energy.

The e↵ects of making these cuts on simulated and data
events are shown in table II. The core resolution provided
by the above selection criteria is estimated to be 10 m at
10 TeV, dropping below 8 m above 100 TeV. The angular
resolution above 10 TeV is better than 0.5�.

TABLE II. Passing percentages for successive application of
event quality cuts in simulation and data, including the ob-
served event rate in data. The percentages represent the frac-
tion of events that passed the previous cut, with the set of
triggered events being the reference selection.

Cut % Passing Data Event Rate

MC Data [kHz]

No cut (trig. threshold) 100 % 100 % 24.7

Core & angle fit pass 99 % 96 % 23.6

Nhit � 75 31 % 23 % 5.7

✓ < 17� 8 % 6 % 1.5

Nr40 � 40 2 % 2 % 0.43

D. Moon Shadow

We applied the event selection criteria and energy es-
timation technique to the observation of the cosmic ray
Moon shadow as a test of the detector response. The
zenith angle cut was relaxed to ✓  45� in order to ob-
tain su�cient statistics for a significant observation of the
shadow. The resulting sample size is 4.2 ⇥ 1010 events.

We follow the methods presented in [31, 32] for making
sky maps. Eleven Moon-centered maps were made in
recontructed energy bins of width 0.2 in logEreco from
1–100 TeV, and the true energy of each bin was esti-
mated from simulation. The observed deficit of the Moon
shadow is measured with relative intensity, giving the
amplitude of deviations from the isotropic expectation:

�I(↵i, �i) =
Ni � hNii

hNii
, (4)

where hNii is the estimated background counts and Ni

the observed counts in bin i with right ascension and
declination ↵i, �i, respectively. An example of the Moon
shadow observed at an estimated energy of 4.3 TeV is
shown in figure 5. For each map, the resulting Moon
shadow was fit to a two-dimensional Gaussian, from
which the o↵set to the true Moon position in declina-
tion (��) and right ascension (�↵) were evaluated. The
resulting dependency of the combined angular o↵set was
compared to the expected deviation from simulation, tak-
ing into account the detector response and the composi-
tion assumption defined in section IIIA 2.

From the simulation described in section III B, we de-
termined the geomagnetic deflection angle �! of particles
with energy E and charge Z arriving at HAWC to be ap-
proximately summarized by

�! ' 1.59� · Z
✓

E

TeV

◆�1

, (5)
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FIG. 4. Resulting energy bias (left) and resolution (right) for all particles and protons as a function of the true energy using the
energy estimation method provided the event selection criteria. The vertical bars in the left panel represent the width of the
bias distribution or the energy resolution, while the uncertainty in the bias value is comparatively miniscule. The uncertainties
shown for the energy resolution are those estimated from the fit of a Gaussian to the bias. The bars in the coordinate represent
the bin width in true energy.

The e↵ects of making these cuts on simulated and data
events are shown in table II. The core resolution provided
by the above selection criteria is estimated to be 10 m at
10 TeV, dropping below 8 m above 100 TeV. The angular
resolution above 10 TeV is better than 0.5�.

TABLE II. Passing percentages for successive application of
event quality cuts in simulation and data, including the ob-
served event rate in data. The percentages represent the frac-
tion of events that passed the previous cut, with the set of
triggered events being the reference selection.

Cut % Passing Data Event Rate

MC Data [kHz]

No cut (trig. threshold) 100 % 100 % 24.7

Core & angle fit pass 99 % 96 % 23.6

Nhit � 75 31 % 23 % 5.7

✓ < 17� 8 % 6 % 1.5
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D. Moon Shadow

We applied the event selection criteria and energy es-
timation technique to the observation of the cosmic ray
Moon shadow as a test of the detector response. The
zenith angle cut was relaxed to ✓  45� in order to ob-
tain su�cient statistics for a significant observation of the
shadow. The resulting sample size is 4.2 ⇥ 1010 events.

We follow the methods presented in [31, 32] for making
sky maps. Eleven Moon-centered maps were made in
recontructed energy bins of width 0.2 in logEreco from
1–100 TeV, and the true energy of each bin was esti-
mated from simulation. The observed deficit of the Moon
shadow is measured with relative intensity, giving the
amplitude of deviations from the isotropic expectation:

�I(↵i, �i) =
Ni � hNii

hNii
, (4)

where hNii is the estimated background counts and Ni

the observed counts in bin i with right ascension and
declination ↵i, �i, respectively. An example of the Moon
shadow observed at an estimated energy of 4.3 TeV is
shown in figure 5. For each map, the resulting Moon
shadow was fit to a two-dimensional Gaussian, from
which the o↵set to the true Moon position in declina-
tion (��) and right ascension (�↵) were evaluated. The
resulting dependency of the combined angular o↵set was
compared to the expected deviation from simulation, tak-
ing into account the detector response and the composi-
tion assumption defined in section IIIA 2.

From the simulation described in section III B, we de-
termined the geomagnetic deflection angle �! of particles
with energy E and charge Z arriving at HAWC to be ap-
proximately summarized by
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HAWC実験：
ToT Method
���
�
ToT : Time over Threshold

Low ToT

High ToT
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Figure 4.2 Schematic of a smaller analog pulse and corresponding edges recorded by
TDCs as a 4-edge hit.

An edge-finding algorithm is developed to identify and to reconstruct 2-edge and 4-

edge hits from the data stream of edges. The rise time of a 4-edge hit t01 decreases

with a larger pulse size. For most 4-edge hits, t1 − t0 is less than 53 ns, which is the

minimum value of low ToT for a 2-edge edge. We use t01 as the discriminator of 2-edge

and 4-edge hits. If t1 − t0 is less than 53 ns, we look for the following leading-trailing

edge pair and register these two square pulses as a 4-edge hit. Otherwise a 2-edge hit

is registered.

Occasionally, very long 2-edge hits are created by the combination of two small pulses.

These hits are marked with a “BAD” flag. In more rare cases, a prompt afterpulse1

are followed by a large PMT pulse and the voltage level rises above the high threshold

again before the original pulse drops back below the low threshold, producing a 6-edge

hit as shown in Fig. 4.3. It is hard to accurately determine the charge from ToT for

1Afterpulses are spurious pulses that appear in the wake of true pulses.
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by the TDC. The width of the square pulse (t01 = t1 − t0) is the time over the low

threshold (low ToT). The hardware of the FEB ensures that the low ToT recorded by

the TDC is large or equal to ∼ 53 ns. If a low ToT is recorded with less than ∼ 53 ns,

the trailing edge will be pushed further to ensure a minimum low ToT of ∼ 53 ns.

There is probability that two small PMT pulses in the continuous data stream mimic a

longer pulse (with a long low ToT). Thus the pair of small pulses may be misidentified

as a large PMT pulse. An additional high threshold is introduced to avoid this

ambiguity. A true large pulse crosses both the low and the high threshold and is

digitized as two square pulses of opposite polarity (see Fig. 4.2). Four edges: leading

t0, trailing t1, leading t2, and trailing t3 are recored by the TDC and t3− t0 and t2− t1

represent the time over threshold for the low and the high threshold (low ToT and

high ToT).

Figure 4.1 Schematic of a smaller analog pulse and corresponding edges recorded by
TDCs as a 2-edge hit.
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