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Outline

• WSPGRADE in context
– P-GRADE Portal, GEMLCA P-GRADE Portal, WS-PGRADE

• WS-PGRADE features
– Scalable architecture
– Seamless access to various types of resources 

• Advanced data-flows

• Comfort features
– Separated views for different roles, repository

• Users and applications

• Next steps and conclusions
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Family of P-GRADE Portal products 

• P-GRADE portal
– Creating (basic) workflows and parameter sweeps for clusters, service 

grids, desktop grids
– www.portal.p-grade.hu
– Over 1700 Sourceforge downloads

• P-GRADE/GEMLCA portal (University of Westminster)
– To wrap legacy applications into Grid Services
– To add legacy code services to  P-GRADE Portal workflows
– http://www.cpc.wmin.ac.uk/cpcsite/gemlca

• WS-PGRADE
– Creating complex workflow and parameter sweeps for clusters, service 

grids, desktop grids, databases
– Creating complex applications using embedded workflows, legacy 

codes and community components from workflow repository
– www.wspgrade.hu
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Motivations of creating gUSE

• To overcome (most of) the limitations of P-GRADE 
portal:

§ Provide better modularity à you can replace any service
§ Improve scalability à to millions of jobs
§ Enable advanced dataflow patterns
§ Interface with wider range of resources
§ Separate Application Developer view from Application User view

• WS-PGRADE (Web Services Parallel Grid Runtime and 
Developer Environment) 

and 
gUSE (Grid User Support Environment) architecture
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WS-PGRADE architecture

Graphical User Interface: WS-PGRADE
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Application lifecycle in WS-PGRADE

• Define workflow structure
• Configure workflow

– Define the meaning of computational tasks

• Run a test
– Use local resources, Web services, Databases

• Scale workflow for large simulations
– Use batch systems, use cluster grids, use desktop grids

• Fix some parameters, leave some open
– Application specific science gateway for end users
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WS-PGRADE application: 
Acyclic dataflow

• Job to run on dedicated machine
• Job to run in a gLite VO
• Job to run in a Globus 2 VO
• Job to run in a Globus 4 VO
• Task to run in a BOINC Grid
• Web service invocation
• Database operation (R / W)

• File from the client host
• File from a GridFTP site
• File from an LFC catalog
• Input string for a task or service
• Result of a Database query
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Dataflow programming with gUSE

• Separate application logic from 
data

• Cross & dot product data-pairing
– Concept from Taverna
– All-to-all vs. one-to-one pairing of 

data items

• Generator components: to produce
many output files from 1 input file

• Collector components: to produce 1 
output file from many input files

• Any component can be generator or 
collector

• Conditional execution based on 
equality of data

• Nesting, cycle, recursion
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Task execution process
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Ergonomics

• Users can be grid application developers or end-users. 
• Application developers design sophisticated dataflow 

graphs
– embedding into any depth, recursive invocations, conditional 

structures, generators and collectors at any position
– Publish applications in the repository at certain stages of work

§ Applications
§ Projects
§ Concrete
§ Templates
§ Graphs

• End-users see gUSE as a science gateway 
– List of ready to use applications in repository
– Import and execute application without knowledge of 

programming, dataflow or grid
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Developer view vs. End-user view
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Scalability example
CancerGrid workflow
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Current users of gUSE

• CancerGrid project
– Predicting various properties of 

molecules to find 
anti-cancer leads

– Creating science gateway for 
chemists

• EDGeS project (Enabling Desktop 
Grids for e-Science)
– Integrating EGEE with BOINC 

and XtremWeb technologies
– User interfaces and tools

• ProSim project
– In silico simulation of 

intermolecular recognition 
– JISC ENGAGE program
– Demo on Wednesday

• University of Westminster 
Desktop Grid
– Using AutoDock on institutional 

PCs
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Porting applications to grids with 
WS-PGRADE

• EGEE Application Porting 
Support Group
– www.lpds.sztaki.hu/gasuc

• Current applications with 
WS-PGRADE (Presentation on Monday)

– Proteomics analysis for 
biomarker discovery
§ http://www.lpds.sztaki.hu/gasuc/i

ndex.php?m=6&r=15

– TINKER Conformer Generator 
§ http://www.lpds.sztaki.hu/gasuc/i

ndex.php?m=6&r=12
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Conclusions

• P-GRADE Portal is still supported and open source
– Features can serve most grid scenarios
– Open source project on Sourceforge

• WS-PGRADE provide more advanced services
– Implemented on top of scalable, WS based gUSE architecture 
– More expressive dataflow patterns
– Transparent access to

§ Local resources 
§ Service Grids
§ Desktop Grids
§ Databases
§ Web services

– Application repository
§ Service for collaboration of developers and end-users

– Create science gateways with few clicks
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Next steps at www.guse.hu

User manual

Request a 
user account
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www.portal.p-grade.hu/pucowo
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