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Grid-lreland Security Monitoring

Grid-Ireland Gateway

— Point-of-presence at 18
institutions

— Centrally managed by Grid
Operations Centre
(OpsCentre) at TCD

Track overall state of security
of infrastructure

Existing Grid security activities
focused on prevention

— Authentication,
authorization

Active security focused on
— Detection
— Reaction

Communication via Grid
monitoring system:

- R-GMA

Active Security: dynamic grid security
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Monitoring

« Why do we need detection

— Grid only as strong as weakest link
» No knowledge of state of security of sites

— Security Service Challenge level 1 debriefing report

- Sites not responding due to

— Security contact list not up to date

— Security contact was overloaded

— Security contact did not understand alert

— Security contact had not received guidance
» Retention period for log files not sufficiently long
« Complexity of analysing log files

« Active Response

— “B pillars of cybersecurity” (iISGTW 09 April 2008)
« Can never produce 100% secure general purpose computing system

« Speed of attack and ensuing spread of system damage is more rapid
than a human can manage or mitigate
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Security Monitoring (Site Level)

Monitors state of security of a
site

Reports detected security
events to security alert

Security Meonitaring

Management
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Monitoring performed by ‘R- — =
GMA enabled’ security tools 7
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— Relational model

— Soft state registration and
discovery

— Fault tolerance and load
balancing

— Information security
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Grid-Ireland Deployment

Gridinstall (Xen dom0)
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B ]| Alert Analysis (Management Level

» Filter and analyse alerts
contained in alert archive

— Detect patterns that signify
attempted attack

« Attempts to join alerts into
high-level attack scenarios
« Output

— Correlated high-priority

Grid alert Q@
— New Grid policy ——

Management
Level

Alert Analysis

| Correlated
Alerts ‘Grid-Alerts’ Grid Policies

Security Alert Archive

—~_ Grid Palicies —<_
A ol ~ ~
D f. . {// Control Engine I \\‘| /// i Control E‘nglne \\\
° e InQ aC'[IOI’]S tO be \\\ Q Gmie;) ‘\/), Centre!Actio.ri/f [\\ (Grid \‘\,//C'ontrol Actions /}
taken in response to N omea | NSRS
Securlty event \\—75// Control Engine \T{\\_ -
/o = 1
[ ] EXtenSible f\\ (fn‘cﬁ—\{éuntrohﬁctions /}
N Ngenvicess S S/
— Define additional ‘attack S—__stec
scenarios’ and base
policies

=



Control Engine (Site Level)

Grid Policy

[Block Host:
Compromised
Node

Blacklist: User DN]

* Input:
— Grid policies generated by
analysis component
» Site Policy Decision Point ‘
— Evaluates requests for

Control Engine
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Analyzer Scenarios: Job Monitoring

FES
submission

jioks LigEr aram LCG pES FBZ job

received mapging submizsion sUbmissian TlCiha completed
e @ happed I ‘ I |I ‘ l I Campleted

fork submissian

« Scenario models attack as series of state changes
— Models states job passes through once submitted to a site
— State changes triggered by published alerts
* Prelude LML and PBS scripts
— Can be used as basis for ‘higher-level’ scenarios
« E.g., job executing restricted command
« This is effectively Grid user tracing
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Analyzer Scenarios: Job Monitoring

analvzerid creat etime classification transition
gridgate.cs.ted.1e: 1228010061  2008-12-100 14:95:20 020768 Job submitted to gate-  mitial — submitted
kooper

grnidgate.cs. ted.1e: 12289 TU06]
gridgate.cs. ted.ie:12 28919061

A008-T2-10 14:25:20 U3 1520
2008-12-110 14:25:20.933663

Local user mapping
Job Manager 1D as-
signed GRAM Script
Job 11

PES-MOM job submis-
sion

Job completed

gridgate.cs. ted.ie: 1228919061 2008-12-10 14:25:23.565347

gridgate.cs.ted.ie: 1228019061 2008-12-10 14:25:36.944744

submited — mapped
mapped — gram

ETam — Tunning

running — completed

<fdditionalData type="string" neening="GATEXEZFER_JN_ID"»
2008-12-10.14:26:17 00000115823 . 0000000000

</AdditionalDatar

<idditionalData type="string" meening="USER_DV">
{C=1E/0=Grid-Ireland/0U=cs.tcd.ie/L=RA-TOD/CN=8tuart P. Kemny

</Additionallata>

<fdditionalData type="string" meening="Log received from":
fvar /log/nessages

</AdditionalDatar

<fdditionalData type="string" meening="0Original Log">
Dec 10 14:25:20 gridgate gridinfo[11835]: JMA 2008/12/10 14:25:20
GATEKEEFER_JM_ID 2008-12-10.14:25:17.0000011523.00000000C0 for
{C=1E/0=Grid-Ireland/0U=cs.tcd. ie/L=RA-TCD/CN=5tuart P. Femny on 13%.226.53 .29

</Additvionallata>

<tdditionalData type="integer" meaning="Ruls [D">b001</4dditicnallataz

<fdditionalData type="integer" meaning="Ruls levision"»1</AdditionalData*
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g Analyzer Scenarios: Job Monitoring

analyzerid createtime classification
asistat:1.0 M08-12-10 14:25:27  Job execution started
asistat:1.0 2008-12-100 14:25:39  Job execution completed

<AdditionalData type='string’ meaning='userdn’>
/C=IE/0=Grid-Ireland/0U=cs.tcd.1e/L=RA-TCD/CN=5tuart P. Kemny

</AdditicnalData>
<AdditionalData type='string’ meaning='gatekeeper_jm_id’>

2008-12-10.14:256:17. 0000011823 . 0000000000
</AdditionalData>
<AdditionalData type='string’ meaning='local user_id’>

gltest008
</AdditionalData>
<AdditionalData type='string’ meaning='gramid’>

17533 .gridgate.cs.ted. 1e
</AdditionalData>
<AdditionalData type='string’ meaning='jobname’>

STDIN
</AdditionalData>
<AdditionalData type='string’ meaning='pid'>26778</AdditionalData>
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Analyzer Scenarios: Job Monitoring

pb anmmand

OrOEE=a
) x\ \MJ

b
completed

analyzerid createtime classification transition

asistat:1.0 2008-12-11 10:12:40 Joh execution started initial — running

gridgate.cs.tod.ie: 1228019061 2008-12-11 10:13:40.302065  Restricted  executable  running — commandalert
(at) by user gitestO08

azistat:1.0 2008-12-11 10:14:45 Job  execution com- mapped — gram
pleted
analyzerid createtime classification

asistat:1.0 05-12-11 1(:13:42  Restricted executable detected

<0bligation Policyld='LcasUserBanPolicy’
Obligationld='UserBanList' FulfillOn='Permit’>
<AttributeAssignment Attributeld='userdn’
DataType='http://www.w3.0rg/2001/XMLSchena#string’>
/C=1E/0=Grid-Ireland/0U=cs.tcd.1e/L=RA-TCD/CN=Stuart P. Kenny
</AttributeAssignment>
</0bligaticn>
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Future work

Detection
— How to detect ‘Grid-attacks’
* Mostly compromised hosts
— Need new sensors
Correlation approach

— Need to evaluate more techniques
» Pre-requisite, consequences
« Probabilistic

How to define scenarios
— Automated approach?
Control
— Integrate with existing control mechanisms?
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