
status of the  
ttH searches at  
ATLAS and CMS

w u m i n g  l u o  
A p r .  1 1 t h  2 0 1 8

CMS Heavy flavour tagging workshop 2018, Apr.11-13, VUB

https://indico.cern.ch/event/695320/


Wuming Luo

why ttH?

Direct probe of Top-Higgs Yukawa coupling YT

Precise measurement of YT probes BSM 
contributions in Higgs production and decay loops
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Figure 178: The SM Higgs boson production cross sections as a function of the LHC centre of mass energy.
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Figure 179: The SM Higgs boson branching ratios as a function of the Higgs boson mass.
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• top - Higgs coupling at the LHC:

• indirect sensitivity from gluon fusion,  

if no BSM particles run in the loop

• direct sensitivity from associated production 

(coupling at tree level) 

• σttH, 13 TeV ~ 510 fb, more increase than backgrounds over 8 TeV

• Different challenging aspects for each Higgs decay channel

Parameter value
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Figure 12: Best fit results for the production signal strengths for the combination of ATLAS and CMS data. Also
shown are the results from each experiment. The error bars indicate the 1� (thick lines) and 2� (thin lines) intervals.
The measurements of the global signal strength µ are also shown.
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D. Zanzi

‣ Top Yukawa coupling (yt≃√2mtop/v≃1), the coupling between 
the two heaviest known particles, is a key parameter of the SM 

‣ Precise measurement of yt probes BSM contributions in Higgs 
boson production and decay loops 

‣ So far, all measured Higgs boson properties are well 
compatible with SM 

‣ ttH production allows for direct measurement of top Yukawa, 
but very challenging to detect 

- tiny ttH cross section (O(0.5) pb at 13 TeV), two orders of 
magnitude smaller than ggF 

- many and complex final states and large irreducible backgrounds, 
eg ttbb and ttV 

‣ Run-1 ATLAS+CMS results on !ttH="ttH/"SM showed 2.3" 
excess over the SM ttH prediction [JHEP 1608 (2016) 045] 

‣ Today, presented ATLAS results with 36.1 fb-1 at 13 TeV

Top Quarks and Higgs Bosons

2
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challenges

Tiny production cross section
Complex final states: leptons(e,𝜇,𝜏), 𝛾, jets(b-jets), 𝜈
Large irreducible backgrounds: e.g. ttV or ttbb
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tt + b-jets final states
8

• Challenging jet combinatorics 
• Limited bb mass resolution


• Channels:

• 1 lepton + ≥ 4 jets, ≥ 3 b-tag 
• 2 leptons + ≥ 4 jets, ≥ 3 b-tag 

• Rely on machine learning 
and matrix element methods 
to maximize the sensitivity of the analysis

• Main background: tt + heavy flavor, mainly tt+bb 
(from simulation, with large theory uncertainties ≳ 35%)

10 6 Signal extraction

simulation that map the measured jet four-momenta to the final-state particles in the matrix282

element calculations.283
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Figure 5: Examples of LO Feynman diagrams for the partonic processes of gg ! tt̄H and
gg ! tt̄+bb.

Each event contains three or four jets that most likely originate from b quarks (according to their284

CSVv2 discriminant values), and are considered as candidates for b quarks from the H ! bb285

and t ! Wb decays, whereas untagged jets are considered as candidates for the W ! ud or cs286

quarks (and their charge conjugates). The accepted jet permutations must retain the assigned287

“b” status of their quarks. To account for the loss of jets because of limited detector acceptance,288

as well as the presence of additional jets from gluon radiation, the method integrates over289

certain final-state variables in many categories, specifically over quark directions. In events290

with eight jets and four b jets, one light-flavour jet is excluded from our MEM calculation in291

turn, and a sum is taken over the additional permutations. This approach has been checked292

and shown to provide improved performance relative to the fully reconstructed hypothesis293

in the (8j, �4b) category. Events with only three b jets are assumed to have lost a bottom294

quark from the decay of a top quark. Up to five untagged jets are considered as other than b295

quark candidates, while additional untagged jets are ignored. For five such quark candidates,296

one is excluded in turn and the number of permutations is increased by a factor of five. The297

final choice of hypothesis for each category, optimized according to discrimination power and298

computing performance, is given in Table 2.299

Table 2: Selected MEM hypotheses for each event topology. The 4W2H1T hypothesis assumes
1 b quark from a top quark is lost, 3W2H2T assumes that 1 quark from a W boson is lost, and
4W2H2T represents the fully reconstructed hypothesis requiring at least 8 jets.

Category MEM hypothesis
7 jets, 3 b jets 4W2H1T
8 jets, 3 b jets 4W2H1T

� 9 jets, 3 b jets 4W2H1T
7 jets, � 4 b jets 3W2H2T
8 jets, � 4 b jets 3W2H2T

� 9 jets, � 4 b jets 4W2H2T

For each event, the MEM probability density function under the signal (S) or background (B)
hypothesis, i.e. H = tt̄H (S) or H = tt̄+bb (B), is calculated as:
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general strategy

Different channels for Higgs decay modes: bb, WW*/ZZ*/𝜏𝜏, 𝛾𝛾
sub-channels based on top pair decay

Categorize events based on N_leptons, N_jets, N_btags 
Use MVA techniques to discriminate signal from bkg*
Dedicated MVA/MEM to address irreducible bkg

4

top pair decay
Higgs decay
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ttH(multilepton)
Higgs decay modes: WW*(→ℓ𝜈qq, ℓ𝜈ℓ𝜈), ZZ*(→ℓℓqq, 
ℓℓ𝜈𝜈), 𝜏𝜏(→ℓ𝜏h+𝜈’s, 𝜏h𝜏h )
Main sources of background:

irreducible: ttW and ttZ
reducible: non-prompt leptons from HF decay or charge mis-
ID in tt events

5

D. Zanzi

‣ Targeted Higgs decays: WW*(→lνlν,lνqq),ττ,ZZ*(→llνν,llqq) 
- 2 same-sign or ≥3 charged leptons (e,!,τhad) to reject tt events 

‣ 7 final states categorised in number and flavour of charged 
leptons 

- additional requirements on (b-)jet multiplicities to reject VV 
events 

‣ Almost all background events from: 
- ttW and ttZ, irreducible: same final state 
- tt, reducible: events with non-prompt leptons from HF decay, or 

leptons with mis-reconstructed charge (charge mis-id), or jets 
mis-identified as hadronic taus (in categories with ≥1τhad) 

‣ MVA lepton selections to reject non-prompt and charge mis-
id backgrounds based on lepton energy deposits and track 
information  

‣ Event classified with MVA approaches

ttH→multilepton: Selection and classification

10

t̄

b̄

W−

W+

t

b

H
τ+

τ−

g

g

t

t̄

t̄

b̄

W−

W+

t

b

H

W/Z

W/Z

g

g

t

t̄

2`SS 3` 4` 1`+2⌧had 2`SS+1⌧had 2`OS+1⌧had 3`+1⌧had
BDT trained against Fakes and tt̄V tt̄, tt̄W , tt̄Z, VV tt̄Z / - tt̄ all tt̄ -

Discriminant 2⇥1D BDT 5D BDT Event count BDT BDT BDT Event count

Number of bins 6 5 1 / 1 2 2 10 1

Control regions - 4 - - - - -

ATLAS only



Wuming Luo

ttH(multilepton)

Evidence for ttH production in both experiments
ATLAS: 4.1𝜎 (2.8𝜎 expected)
CMS: 3.2𝜎 (2.8𝜎 expected)

6

D. Zanzi

ttH→multilepton: Results
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  Tot. ( Stat. , Syst. )Tot. Stat.

ATLAS -1=13 TeV,  36.1 fbs

Uncertainty Source �µ

tt̄H modeling (cross section) +0.20 �0.09

Jet energy scale and resolution +0.18 �0.15

Non-prompt light-lepton estimates +0.15 �0.13

Jet flavor tagging and ⌧had identification +0.11 �0.09

tt̄W modeling +0.10 �0.09

tt̄Z modeling +0.08 �0.07

Other background modeling +0.08 �0.07

Luminosity +0.08 �0.06

tt̄H modeling (acceptance) +0.08 �0.04

Fake ⌧had estimates +0.07 �0.07

Other experimental uncertainties +0.05 �0.04

Simulation sample size +0.04 �0.04

Charge misassignment +0.01 �0.01

Total systematic uncertainty +0.39 �0.30

‣ Obs (exp) excess of 4.1(2.8)! over SM background  

‣ Alternative fit with unconstrained ttW, ttZ normalisations: 
- same best-fit "ttH with 15% larger errors 

- "ttW=0.92±0.32, "ttZ=1.17+0.25-0.22   

‣ Dominant systematics:  
- ttH and ttV modelling 
- non-prompt background estimate 
- (b-)jet simulation 

‣ Many categories still statistically limited
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Combined result
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Figure 6: Signal rates µ, in units of the SM ttH production rate, measured in each of the cate-
gories individually and for the combination of all six categories.
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parameters obtained from the combined ML fit and µ = µ̂ = 1.23, corresponding to the best-fit
value from the ML fit.

added to the fit to constrain them. The ttZ-enriched control region is defined from the 3` signal681

region by inverting the Z boson veto on the invariant mass of SFOS lepton pairs. The ttW-682

enriched control region is defined from the 2`ss signal region but changing the jet multiplicity683

requirement to consider events with exactly three jets. The signal rate obtained from this fit is684

µ = 1.04+0.50
�0.36 (1.00+0.42

�0.38) times the SM ttH production rate, with an observed (expected) signifi-685

cance of 2.7s (2.7s).686

• Evidence for ttH production in leptonic final states: 3.2σ (2.8σ exp.) significance

• Main experimental uncertainties: lepton efficiency, non-prompt background prediction 
• Cross-check analysis with ttV normalization fitted from dedicated control regions: 
μ = 1.04+0.50-0.36, 2.7σ (2.7σ exp.) significance

New combination
CMS HIG-17-018
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ttH(bb)
Higgs decay mode H→bb, largest branching ratio, huge 
background

challenging jet combinatorics, limited bb mass resolution
b-jet tagging and leptons from top pair help reduce bkg

Channels: X(0,1,2) leptons + Y jets + Z b-jets
0 lepton channel for CMS only* 

Main sources of bkg:
irreducible: tt+Heavy Flavor(HF) —> MEM
reducible: tt+Light Flavor(LF) or QCD —> BDT/DNN

7
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tt + b-jets final states
8

• Challenging jet combinatorics 
• Limited bb mass resolution


• Channels:

• 1 lepton + ≥ 4 jets, ≥ 3 b-tag 
• 2 leptons + ≥ 4 jets, ≥ 3 b-tag 

• Rely on machine learning 
and matrix element methods 
to maximize the sensitivity of the analysis

• Main background: tt + heavy flavor, mainly tt+bb 
(from simulation, with large theory uncertainties ≳ 35%)

10 6 Signal extraction

simulation that map the measured jet four-momenta to the final-state particles in the matrix282

element calculations.283
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Figure 5: Examples of LO Feynman diagrams for the partonic processes of gg ! tt̄H and
gg ! tt̄+bb.

Each event contains three or four jets that most likely originate from b quarks (according to their284

CSVv2 discriminant values), and are considered as candidates for b quarks from the H ! bb285

and t ! Wb decays, whereas untagged jets are considered as candidates for the W ! ud or cs286

quarks (and their charge conjugates). The accepted jet permutations must retain the assigned287

“b” status of their quarks. To account for the loss of jets because of limited detector acceptance,288

as well as the presence of additional jets from gluon radiation, the method integrates over289

certain final-state variables in many categories, specifically over quark directions. In events290

with eight jets and four b jets, one light-flavour jet is excluded from our MEM calculation in291

turn, and a sum is taken over the additional permutations. This approach has been checked292

and shown to provide improved performance relative to the fully reconstructed hypothesis293

in the (8j, �4b) category. Events with only three b jets are assumed to have lost a bottom294

quark from the decay of a top quark. Up to five untagged jets are considered as other than b295

quark candidates, while additional untagged jets are ignored. For five such quark candidates,296

one is excluded in turn and the number of permutations is increased by a factor of five. The297

final choice of hypothesis for each category, optimized according to discrimination power and298

computing performance, is given in Table 2.299

Table 2: Selected MEM hypotheses for each event topology. The 4W2H1T hypothesis assumes
1 b quark from a top quark is lost, 3W2H2T assumes that 1 quark from a W boson is lost, and
4W2H2T represents the fully reconstructed hypothesis requiring at least 8 jets.

Category MEM hypothesis
7 jets, 3 b jets 4W2H1T
8 jets, 3 b jets 4W2H1T

� 9 jets, 3 b jets 4W2H1T
7 jets, � 4 b jets 3W2H2T
8 jets, � 4 b jets 3W2H2T

� 9 jets, � 4 b jets 4W2H2T

For each event, the MEM probability density function under the signal (S) or background (B)
hypothesis, i.e. H = tt̄H (S) or H = tt̄+bb (B), is calculated as:
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D. Zanzi

‣ Single lepton and Dilepton channels depending on top decays 
‣ Events categorised by lepton, jets and b-tagged jet multiplicities 

- also single lepton Boosted category with high-pt top or Higgs candidates 
reconstructed in large-R jet 

‣ Overall, tt events are 85-96% of total background 
- large irreducible component from tt + Heavy Flavour (HF) quarks 
- Control Regions (CR) enhanced with tt+≥1b,  tt+≥1c and  tt+light events 

to improve background modelling 

‣ MVA classifiers in Signal Regions (SR) to: 
- reconstruct Higgs and top candidates from high combinatorics of (b-)jets 
- classify signal vs backgrounds events

ttH(→bb): Selection and classification
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tt(1ℓ, 2ℓ)H(bb)

Significance for ttH(bb):
ATLAS: 1.4𝜎 (1.6𝜎 expected)
CMS: 1.6𝜎 (2.2𝜎 expected)

8

D. Zanzi

‣ Signal extracted from combined fit of classification 
BDT output in SRs and event yields in most of CRs 

‣ Free-floating normalisation factors for tt+HF: 
- tt+≥1b: 1.24±0.10 
- tt+≥1c: 1.63±0.23 

‣ Obs (exp) excess of 1.4(1.6)! over SM background  

‣ Best-fit "ttH=!ttH/!SM=0.84+0.64-0.61 

‣ Precision limited by systematic uncertainty on 
tt+≥1b simulation

ttH(→bb): Results

8
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bb, 1! + 2! results
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• Very significant improvement over the 
previous version of the analysis 

• Main systematic uncertainties:
• tt + heavy flavor theory prediction
• b-tagging and jet energy calibration

New result CMS PAS HIG-17-026

7. Results 19

Table 7: Best-fit value of the signal strength modifier µ and the observed and median expected
95% CL upper limits in the dilepton and the single-lepton channels as well as the combined
results. The one standard deviation (±1s) confidence intervals of the expected limit and the
best-fit value are also quoted, split into the statistical and systematic components in the latter
case. Expected limits are calculated with the asymptotic method [83].

Channel Limit Best-fit µ

observed expected ±tot (±stat ± syst)

Dilepton 2.34 2.48+1.17
�0.76 �0.24+1.21

�1.12(tot) +0.63
�0.60(stat) +1.04

�0.95(syst)

Single-lepton 1.75 1.03+0.44
�0.29 0.84+0.52

�0.50(tot) +0.27
�0.26(stat) +0.44

�0.43(syst)

Combined 1.51 0.92+0.39
�0.26 0.72+0.45

�0.45(tot) +0.24
�0.24(stat) +0.38

�0.38(syst)

the obtained uncertainty in quadrature from the total uncertainty. The total uncertainty of the
full fit (0.45) is different from the quadratic sum of the listed contributions due to correlations
between the nuisance parameters.

Table 8: Contributions of different sources of uncertainties to the result for the fit to the data
(observed) and to the expectation from simulation (expected). The quoted uncertainties sµ on
µ are obtained by fixing the listed uncertainties in the fit, and subtracting the obtained result
in quadrature from the result of the full fit. The quadratic sum of the contributions is different
from the total uncertainty due to correlations between the nuisance parameters.

Uncertainty source ±sµ (observed) ±sµ (expected)

total experimental +0.15/-0.16 +0.19/-0.17

b tagging +0.11/-0.14 +0.12/-0.11

jet energy scale and resolution +0.06/-0.07 +0.13/-0.11

total theory +0.28/-0.29 +0.32/-0.29

tt̄+hf cross-section and parton shower +0.24/-0.28 +0.28/-0.28

size of MC samples +0.14/-0.15 +0.16/-0.16

total systematic +0.38/-0.38 +0.45/-0.42

statistical +0.24/-0.24 +0.27/-0.27

total +0.45/-0.45 +0.53/-0.49

The total uncertainty of 0.45 is dominated by contributions from systematic effects, while the
statistical component is 0.24. The contributions from the theoretical uncertainties amount to
+0.28/-0.29, where the tt̄+hf modelling uncertainties have a major contribution and lead to
an uncertainty of +0.24/-0.28. Experimental uncertainties amount to +0.15/-0.16, with the b-
tagging and jet energy scale related uncertainties alone to +0.11/-0.14 and +0.06/-0.07, respec-



Wuming Luo

tt(0ℓ)H(bb)
Fully hadronic final state, categorize in #jets, b-jets
Dedicated b-tag triggers: 6 jets, large Ht, 1 or 2 b-jets
Main background: QCD(quark-gluon jet 
discriminator) and tt+HF(MEM)

9



Wuming Luo

ttH(𝛾𝛾, zz*→4ℓ)
Studied within general 𝛾𝛾 or 
ZZ*(4ℓ)analysis
Dedicated selection to 
enhance ttH signature
H→𝛾𝛾

Leptonic: ≥1ℓ + ≥2jets + ≥1b-jet
Hadronic: ≥3jets + ≥1b-jet

H→4ℓ
≥4jets + ≥1b-jet or one 
additional lepton

10

Moriond EW 2018

Measurement of the BEH scalar coupling to the top quark in CMS

Marco Peruzzi (CERN)

tt + ɣɣ final state
28
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Figure 11: Data points (black) and signal plus background model fits in VBF and tt̄H categories
are shown. The one standard deviation (green) and two standard deviation bands (yellow)
include the uncertainties in the background component of the fit. The bottom plot shows the
residuals after background subtraction.
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Figure 16: Signal strength modifiers measured for each process (black points) for profiled mH,
compared to the overall signal strength (green band) and to the SM expectation (dashed red
line).

• Studied within the general H → ɣɣ analysis

• Two dedicated selection categories:

• leptonic: 1 lepton + 2 jets, 1 b-tagged jet

• hadronic: 3 jets, 1 b-tagged jet


• Sensitivity enhanced by BDT discriminant 
in the hadronic category (jet multiplicity, pT, b-tag)

6.1 Event categories for tt̄H production 11

BDT score of the ttH Hadronic MVA
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Figure 6: Score of the jet multivariate discriminant used to enhance jet tagging in the ttH-
Hadronic category. The points show the score for data in the signal region side-bands,
mgg < 115 GeV or mgg > 135 GeV; the histogram shows the score for events in the data con-
trol sample; the filled histogram shows the score for simulated signal events. The distributions
in the simulated and control samples are scaled as to match the integral of that from the data
side-bands.

• diphoton-classifier BDT score greater than 0.11;
• at least one lepton with pT > 20 GeV; electrons must satisfy loose re-

quirements on the same observables as described in Ref. [25]; muons are
required to pass a tight selection based on the quality of the track, the
number of hits in the tracker and muon system, and the longitudinal and
transverse impact parameters of the track with respect to the muon ver-
tex, satisfy a requirement on the relative isolation with pileup correction
based on transverse energy of the neutral hadrons and photons in a cone
of radius 0.4 around the muon;

• all selected leptons ` are required to have R(`, g) > 0.35, where R is the
radius between the objects in the h � f plane;

• specifically for electrons: |me,g � mZ| > 5 GeV
• at least two jets in the event with pT > 25 GeV, |h| < 2.4, and R(jet, g) >

0.4 and R(jet, `) > 0.4;
• at least one of the jets in the event identified as b jet according to the CSV

tagger medium requirement;
• hadronic top decays (ttHHadronic):

• leading photon pT > mgg/3, sub-leading photon pT > mgg/4;
• diphoton-classifier BDT score greater than 0.4;
• no leptons, defined according to the criteria of the ttHLeptonic category;
• at least three jets in the event with pT > 25 GeV and |h| < 2.4;
• at least one of the jets in the event identified as a b-jet according to the

CSV tagger loose requirement;
• score of the ttH hadronic multivariate discriminant greater than 0.75.
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Figure 11: Data points (black) and signal plus background model fits in VBF and tt̄H categories
are shown. The one standard deviation (green) and two standard deviation bands (yellow)
include the uncertainties in the background component of the fit. The bottom plot shows the
residuals after background subtraction.

3.3σ (1.5σ exp.) 
significance
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tt + ZZ*→4! final state
29

J. High Energ. Phys. (2017) 2017: 47

• Very clean final state, but branching ratio is tiny

• Dedicated selection category:

• at least four jets, 1 b-tagged jet, OR

• at least one additional lepton


• ~0.3 expected ttH signal events

8 7 Background estimation

signal fraction
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Figure 1: Relative signal purity in the seven event categories in terms of the five main produc-
tion mechanisms of the Higgs boson in the 118 < m4` < 130 GeV mass window are shown. The
WH, ZH, and ttH processes are split according to the decay of the associated particles, where X
denotes anything other than an electron or a muon. Numbers indicate the total expected signal
event yields in each category.

fully differential cross section for the qq ! ZZ process has been computed at next-to-next-to-
leading order (NNLO) [60], and the NNLO/NLO K-factor as a function of mZZ has been ap-
plied to the POWHEG sample. This K-factor varies from 1.0 to 1.2 and is 1.1 at mZZ = 125 GeV.
Additional NLO electroweak corrections, which depend on the initial state quark flavor and
kinematics, are also applied in the region mZZ > 2mZ where the corrections have been com-
puted [61]. The uncertainty due to missing electroweak corrections in the region mZZ < 2mZ is
expected to be small compared to the uncertainties in the pQCD calculation.

The production of ZZ via gluon fusion contributes at NNLO in pQCD. It has been shown [62]
that the soft-collinear approximation is able to describe the background cross section and the
interference term at NNLO. Further calculations also show that at NLO the K-factor for the sig-
nal and background [63] and at NNLO the K-factor for the signal and interference terms [64]
are very similar. Therefore, the same K-factor used for the signal is also used for the back-
ground [65]. The NNLO K-factor for the signal is obtained as a function of mZZ using the
HNNLO v2 program [40, 66, 67] by calculating the NNLO and LO gg ! H ! 2`2`0 cross sec-
tions at the small H boson decay width of 4.1 MeV and taking their ratios. The NNLO/LO
K-factor for gg ! ZZ varies from 2.0 to 2.6 and is 2.27 at mZZ = 125 GeV; a systematic un-
certainty of 10% in its determination when applied to the background process is used in the
analysis.

7.2 Reducible backgrounds

Additional backgrounds to the Higgs boson signal in the 4` channel arise from processes in
which heavy flavor jets produce secondary leptons, and also from processes in which decays of
heavy flavor hadrons, in-flight decays of light mesons within jets, or (for electrons) the decay of
charged hadrons overlapping with p0 decays, are misidentified as prompt leptons. We denote
these reducible backgrounds as “Z+X” since the dominant process producing them is Z + jets,
while subdominant processes in order of importance are tt + jets, Zg + jets, WZ + jets, and
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Figure 4: Distribution of the reconstructed four-lepton invariant mass in the seven event cate-
gories for the low-mass range. (Top left) untagged category. (Top right) VBF-1jet-tagged cat-
egory. (Center left) VBF-2jet-tagged category. (Center right) VH-hadronic-tagged category.
(Bottom left) VH-leptonic-tagged category. (Bottom middle) VH-Emiss

T
-tagged category. (Bot-

tom right) ttH-tagged category. Points with error bars represent the data and stacked his-
tograms represent expected signal and background distributions. The SM Higgs boson signal
with mH = 125 GeV, denoted as H(125), and the ZZ backgrounds are normalized to the SM
expectation, whilst the Z+X background is normalized to the estimation from data. For the
categories other than the untagged category, the SM Higgs boson signal is separated into two
components: the production mode that is targeted by the specific category, and other produc-
tion modes, where the gluon fusion dominates. The order in perturbation theory used for the
normalization of the irreducible backgrounds is described in Section 7.1.
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Figure 8: (Top left) Observed values of the signal strength modifier µ = s/sSM for the seven
event categories, compared to the combined µ shown as a vertical line. The horizontal bars
and the filled band indicate the ± 1s uncertainties. (Top right) Results of likelihood scans for
the signal strength modifiers corresponding to the main SM Higgs boson production modes,
compared to the combined µ shown as a vertical line. The horizontal bars and the filled band in-
dicate the ± 1s uncertainties. The uncertainties include both statistical and systematic sources.
(Bottom) Result of the 2D likelihood scan for the µggH, ttH and µVBF,VH signal strength modi-
fiers. The solid and dashed contours show the 68% and 95% CL regions, respectively. The cross
indicates the best fit values, and the diamond represents the expected values for the SM Higgs
boson.

Table 3: Expected and observed signal strength modifiers.

Inclusive µggH µVBF µVHhad µVHlep µttH

Expected 1.00+0.15
�0.14 (stat)+0.10

�0.08 (syst) 1.00+0.23
�0.21 1.00+1.25

�0.97 1.00+3.96
�1.00 1.00+3.76

�1.00 1.00+3.23
�1.00

Observed 1.05+0.15
�0.14 (stat)+0.11

�0.09 (syst) 1.20+0.22
�0.21 0.05+1.03

�0.05 0.00+2.83
�0.00 0.00+2.66

�0.00 0.00+1.19
�0.00
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ttH combination

Overall consistent with SM
Excess in some decay modes or datasets
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Figure 1: Best fit value of the ttH signal strength modifier µttH, with its 1 and 2 standard devia-
tion confidence intervals (s), for (upper section) the five considered individual decay channels,
(middle section) the combined result for 7+8 TeV alone and for 13 TeV alone, and (lower section)
the overall combined result. For the H ! ZZ⇤ decay mode, µttH is constrained to be positive to
prevent the corresponding event yield from becoming negative. The SM expectation is shown
as a dashed vertical line.

uncertainties are incorporated through the use of nuisance parameters treated according to the95

frequentist paradigm. The ratio between the normalization of the ttH production process and96

its SM expectation [35], defined as signal strength modifier µttH, is a freely floating parameter in97

the fit. The SM expectation is evaluated assuming the Higgs boson mass to be 125.09 GeV [25].98

We consider the five Higgs boson decay modes with the largest expected event yields, namely99

H ! WW⇤, ZZ⇤, gg, t+t�, and bb. Other Higgs boson decay modes and production processes,100

including pp ! tH+X (or tH+X), with X a light flavor quark or W boson, are treated as back-101

grounds and normalized using the predicted SM cross sections, subject to the corresponding102

uncertainties.103

The measured values of the five independent µttH corresponding to the five considered decay104

channels are shown in the upper section of Fig. 1 along with their 1 and 2 standard devia-105

tion confidence intervals obtained in the asymptotic approximation [43]. Numerical values are106

given in Table 1. The individual measurements are seen to be consistent with each other within107

the uncertainties.108

We also perform a combined fit, using a single signal strength modifier µttH, that simultane-109

ously scales the ttH production cross sections of the five considered decay channels, with all110

Higgs boson branching fractions fixed to their SM values [35]. Besides the five considered111

decay modes, the signal normalizations for the Higgs boson decay modes to gluons, charm112

quarks, and Zg, which are subleading and cannot be constrained with existing data, are scaled113

by µttH. The results combining the decay modes at 7+8 TeV, and separately at 13 TeV, are shown114

in the middle section of Fig. 1. The overall result, combining all decay modes and all CM en-115

ergies, is shown in the lower section. Numerical values are given in Table 1. The table also116

includes a breakdown of the total uncertainties into their statistical and systematic compo-117

nents. The overall result is µttH = 1.26 +0.31
�0.26, which agrees with the SM expectation µttH = 1118

within 1 standard deviation.119

References 5

Table 1: Best fit value, with its uncertainty, of the ttH signal strength modifier µttH, for the five
considered individual decay channels, the combined result for 7+8 TeV alone and for 13 TeV
alone, and the overall combined result. The total uncertainties are decomposed into their sta-
tistical (stat), experimental systematic (expt), background theory systematic (thbgd), and sig-
nal theory systematic (thsig) components. The numbers in parentheses are those expected for
µttH = 1.

Uncertainty
Parameter Best fit Stat Expt Thbgd Thsig

µWW⇤

ttH
1.97+0.71

�0.64
+0.42
�0.41

+0.46
�0.42

+0.21
�0.21

+0.25
�0.12⇣
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�0.54

⌘ ⇣
+0.39
�0.38

⌘ ⇣
+0.36
�0.34

⌘ ⇣
+0.17
�0.17

⌘ ⇣
+0.12
�0.03

⌘
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ttH
0.00+1.30

�0.00
+1.28
�0.00

+0.20
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+0.04
�0.00
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�0.99
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+2.82
�0.99
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+0.51
�0.00
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+0.15
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�0.00

⌘

µgg
ttH

2.27+0.86
�0.74

+0.80
�0.72

+0.15
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+0.02
�0.01

+0.29
�0.13⇣

+0.73
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+0.71
�0.64

⌘ ⇣
+0.09
�0.04
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+0.01
�0.00
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+0.13
�0.05

⌘
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ttH
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latest results

ATLAS 13TeV significance: 4.2𝜎(3.8𝜎)
CMS 7+8+13TeV significance: 5.2𝜎(4.2𝜎)
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Figure 2: The test statistic q, described in the text, as a function of µttH for all decay modes at
7+8 TeV and at 13 TeV, separately, and for all decay modes at all CM energies. The expected
SM result for the overall combination is also shown. The horizontal dashed lines indicate the
p-value expressed in units of the number of standard deviations.

Fig. 2 shows the value of the test statistic q as a function of µttH, with µttH based on the com-120

bination of decay modes described in the previous paragraph. The results are shown for the121

combination of all decay modes at 7+8 TeV and at 13 TeV, separately, and for all decay modes at122

all CM energies. To quantify the significance of the measured ttH yield, we compute the proba-123

bility of the background-only hypothesis as the tail integral of the test statistic using the overall124

combination evaluated at µttH = 0 under the asymptotic approximation [43]. This corresponds125

to a significance of 5.2 standard deviations for a one-tailed Gaussian distribution. The expected126

significance for a SM Higgs boson with mass 125.09 GeV, evaluated through use of an Asimov127

data set [43], is 4.2 standard deviations.128

In summary, we have reported the observation of ttH production with a significance of 5.2129

standard deviations above the background-only hypothesis. The measured production rate is130

consistent with the standard model prediction within one standard deviation. In addition to131

comprising the first observation of a new Higgs boson production mechanism, this measure-132

ment establishes the tree-level coupling of the Higgs boson with the top quark, and hence with133

an up-type quark.134
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 ( tot. ) ( stat. , syst. )
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total stat.

ATLAS -1=13 TeV, 36.1 fbs

Channel Best-fit µ Significance

Observed Expected Observed Expected

Multilepton 1.6
+0.5
�0.4 1.0

+0.4
�0.4 4.1� 2.8�

H ! bb̄ 0.8
+0.6
�0.6 1.0

+0.6
�0.6 1.4� 1.6�

H ! �� 0.6
+0.7
�0.6 1.0

+0.8
�0.6 0.9� 1.7�

H ! 4` < 1.9 1.0
+3.2
�1.0 — 0.6�

Combined 1.2
+0.3
�0.3 1.0

+0.3
�0.3 4.2� 3.8�

Uncertainty Source �µ

tt̄ modeling in H ! bb̄ analysis +0.15 �0.14
tt̄H modeling (cross section) +0.13 �0.06
Non-prompt light-lepton and fake ⌧had estimates +0.09 �0.09
Simulation statistics +0.08 �0.08
Jet energy scale and resolution +0.08 �0.07
tt̄V modeling +0.07 �0.07
tt̄H modeling (acceptance) +0.07 �0.04
Other non-Higgs boson backgrounds +0.06 �0.05
Other experimental uncertainties +0.05 �0.05
Luminosity +0.05 �0.04
Jet flavor tagging +0.03 �0.02
Modeling of other Higgs boson production modes +0.01 �0.01
Total systematic uncertainty +0.27 �0.23

Statistical uncertainty +0.19 �0.19

Total uncertainty +0.34 �0.30

Most sensitive channels limited by systematic 
uncertainties, mostly theoretical uncertainties. 
Other channels still statistically limited

‣ Combination of ttH(→bb), ttH→multilepton and ttH-
enhanced categories in H→!! [1802.04146] and 
H→ZZ*→4l [1712.02304] 

‣ Assumptions: 
- tHqb, WtH and other non-ttH processes treated as 

backgrounds and fixed to SM predictions 
- Higgs decay BR as in SM 

‣ Evidence for ttH production at 4.2" (exp 3.8")

‣ Best-fit #ttH=1.17±0.19(stat)+0.27-0.23(syst)

- 38% compatibility between individual channels and 
combination 

ATLAS  36.1 fb-1(13 TeV)

(4.1𝜎)
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ttH @ cms

ttH effort started in H→bb mode
B-tagging has played a big role in ttH, especially in ttH(bb)

13

Decay Mode Paper Data(fb-1)

7TeV bb x 5

8TeV bb/
ττ/WW/ZZ/γγ

1 bb*
1 combination 19.5

13TeV(2016) bb/
ττ/WW/ZZ/γγ

2 bb
1 ττ/WW/ZZ

1 comb.
35.9
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ttH(bb) & b-tagging

Lots of b-jets in the final state for ttH(bb)
Several reasons we need to model the b-
tagging discriminants of jets correctly

events are categorized based on #b-tagged 
jets(b-jets)
discriminant distributions have good 
separation power between S and B

A new calibration method to correct the 
jet b-tagging modeling in MC was 
developed within the ttH(bb) effort

one of the official BTV recipes
benefits many analyses involving b-jets

14

5. Analysis strategy and event classification 7

Table 1: Event yields observed in data and predicted by the simulation after the selection re-
quirements described in the text: at least four jets, at least two of which are b tagged in the
single-lepton (SL) channel, and at least two jets, at least one of which is b tagged in dilepton
(DL) channel. The tt̄H signal includes H ! bb and all other Higgs boson decay modes. The
quoted uncertainties are statistical only.

Process SL channel DL channel
tt̄+lf 463 658± 174 241 032± 99
tt̄+cc̄ 76 012± 70 24 550± 32
tt̄+b 22 416± 38 5 979± 16
tt̄+2b 9 052± 24 1 785± 9
tt̄+bb̄ 10 897± 27 1 840± 9
Single t 25 215± 166 12 206± 125
V+jets 12 309± 58 5 684± 209
tt̄+V 2 457± 12 2 570± 23
Diboson 449± 14 430± 15
Total bkg. 622 466± 263 296 077± 266
tt̄H 1 232± 2 314.0± 0.9
Data 610 556 283 942
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Figure 3: Jet (left) and b-tagged jet (right) multiplicity in the single-lepton channel after the
event selection described in the text. The expected background contributions (filled his-
tograms) are stacked, and the expected signal distribution (line), which includes H ! bb and
all other Higgs boson decay modes, is superimposed. Each contribution is normalised to an
integrated luminosity of 35.9 fb�1, and the signal distribution is additionally scaled by a fac-
tor of 15 for better visibility. The hatched uncertainty bands correspond to the total statistical
and systematic uncertainties (excluding uncertainties that affect only the normalisation of the
distribution) added in quadrature. The distributions observed in data (markers) are overlayed.
The last bin includes overflow events.
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Figure 6: Input variables that give the best signal-background separation power for each of
the lepton + jets and dilepton jet, b-tag categories used in the analysis at 8 TeV. Definitions
of the variables are given in the text. The background is normalized to the SM expectation;
the uncertainty band (shown as a hatched band in the stack plot and a green band in the ratio
plot) includes statistical and systematic uncertainties that affect both the rate and shape of the
background distributions. The ttH signal (mH = 125 GeV) is normalized to ⇥25-7000 � SM
expectation, equal to the total background yield for that category, for easier comparison of the
shapes.
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tag and probe
Tag and probe method to calculate CSV* scale factors bin-by-bin

Heavy flavor SF: DIL ttbar enriched control region (2 jets, ≥1 b-tag)
Light flavor SF: DIL Z+jets enriched control region (2 jets, ≤1 b-tag)

Require one jet to be (anti) tagged, account for LF (HF) 
contamination(charm is always subtracted), correct the overall 
probe jet CSV distribution in MC to match the data

Scale factors defined as:

Test method in semi-leptonic ttbar enriched control sample

15
ttH!

• Tag and probe method to calculate CSV scale factors bin-by-bin 
from an independent control sample not used in analysis!
‣ Heavy flavor SF: DIL ttbar enriched control region (2 jets, #1 b-tag)!
‣ Light flavor SF:  DIL Z+jets enriched control region (2 jets, $1 b-tag)!

• Require one jet to be (anti) tagged, account for LF (HF) 
contamination, correct probe jet CSV in MC to match the data!

• Scale factor defined as: !

• Test method in lepton+jets control sample!

CSV reweighting tag-and-probe method!
3!

CSV reweighting!

SF (CSV, pT , �) =
Data�MCA

MCB

[A/B = HF/LF ]![A/B = HF/LF]
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heavy flavor scale factor
DIL ttbar enriched control region

2 leptons(ee,µµ,eµ) and 2 jets
|Mll-91|>10GeV, MET>50GeV
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Figure 84: Left: Data/MC CSVv2 distribution comparison, MC stack are normalized to
Data yields. Middle: CSVv2 distributions for (Data - MCnon�b) and MCb. Right: scale
factor as a function of CSVv2 along with the interpolation. The plots shown here are from
the bin with 40 GeV/c  pT < 60 GeV/c. (Recall that the HF scale factor is not binned in
h.)

factors for c flavor jets, just as for b flavor jets, but with twice the uncertainty. How-856

ever, we found this convention not quite appropriate for the special needs where we857

not only have to correct the b-tagging rates but also the CSVv2 shapes. The main858

problem is that the CSVv2 output shape for bjets in the data is quite different from859

what the MC simulation predicts for charm jets.860

In the absence of a data-driven calibration sample for charm jets, we set the scale861

factors for charm jets to 1.0 and use the doubled relative uncertainty from the cali-862

bration for bjets. Details of how we treat the uncertainties for charm jets are covered863

in the following systematic uncertainty section.864

To summarize, the scale factors are applied as follows:865

• For b flavor jets, assign heavy flavor scale factors866

• For light flavor jets, assign light flavor scale factors867

• For c flavor jets, assign a flat scale factor of 1.868

The total scale factor for the event is the product of all the scale factors of the jets:869

SFtotal =
Njets

’
i

SFjet
i
= SFjet1

· SFjet2
· ... (12)

In the end, the CSVv2 value for each jet remains unchanged, but each event gets a870

weight of SFtotal.871

2.6.3 Systematic Uncertainties872

Not only do we have to get the correct b-tag scale factors, but we also need to con-873

sider any systematic uncertainty related to the scale factor calculation procedure to874

make sure the systematic uncertainties are sufficient to cover any possible CSVv2875

shape discrepancy between data and MC. There are three sources of b-tag uncer-876

tainty for both light flavor and b flavor jets considered below: jet energy scale, purity877

and statistics of the control sample. For c flavor jets, the scale factor uncertainties are878

treated separately.879

Jet Energy Scale Uncertainty Instead of the nominal MC samples, we use the JES880

shifted samples. Otherwise, the basic method remains unchanged. Shifting the JES881

will change the pT of each jet, which could lead to events migrating in or out of the882

selected sample and jets migrating to different pT bins for the scale factor.883

Depending on the details of the analysis using this scale factor, the JES uncertainty884
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h.)

factors for c flavor jets, just as for b flavor jets, but with twice the uncertainty. How-856

ever, we found this convention not quite appropriate for the special needs where we857

not only have to correct the b-tagging rates but also the CSVv2 shapes. The main858

problem is that the CSVv2 output shape for bjets in the data is quite different from859

what the MC simulation predicts for charm jets.860

In the absence of a data-driven calibration sample for charm jets, we set the scale861

factors for charm jets to 1.0 and use the doubled relative uncertainty from the cali-862

bration for bjets. Details of how we treat the uncertainties for charm jets are covered863

in the following systematic uncertainty section.864

To summarize, the scale factors are applied as follows:865

• For b flavor jets, assign heavy flavor scale factors866

• For light flavor jets, assign light flavor scale factors867

• For c flavor jets, assign a flat scale factor of 1.868

The total scale factor for the event is the product of all the scale factors of the jets:869

SFtotal =
Njets

’
i

SFjet
i
= SFjet1

· SFjet2
· ... (12)

In the end, the CSVv2 value for each jet remains unchanged, but each event gets a870

weight of SFtotal.871

2.6.3 Systematic Uncertainties872

Not only do we have to get the correct b-tag scale factors, but we also need to con-873

sider any systematic uncertainty related to the scale factor calculation procedure to874

make sure the systematic uncertainties are sufficient to cover any possible CSVv2875

shape discrepancy between data and MC. There are three sources of b-tag uncer-876

tainty for both light flavor and b flavor jets considered below: jet energy scale, purity877

and statistics of the control sample. For c flavor jets, the scale factor uncertainties are878

treated separately.879

Jet Energy Scale Uncertainty Instead of the nominal MC samples, we use the JES880

shifted samples. Otherwise, the basic method remains unchanged. Shifting the JES881

will change the pT of each jet, which could lead to events migrating in or out of the882

selected sample and jets migrating to different pT bins for the scale factor.883

Depending on the details of the analysis using this scale factor, the JES uncertainty884
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Data yields. Middle: CSVv2 distributions for (Data - MCnon�b) and MCb. Right: scale
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the bin with 40 GeV/c  pT < 60 GeV/c. (Recall that the HF scale factor is not binned in
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factors for c flavor jets, just as for b flavor jets, but with twice the uncertainty. How-856

ever, we found this convention not quite appropriate for the special needs where we857

not only have to correct the b-tagging rates but also the CSVv2 shapes. The main858

problem is that the CSVv2 output shape for bjets in the data is quite different from859

what the MC simulation predicts for charm jets.860

In the absence of a data-driven calibration sample for charm jets, we set the scale861

factors for charm jets to 1.0 and use the doubled relative uncertainty from the cali-862

bration for bjets. Details of how we treat the uncertainties for charm jets are covered863

in the following systematic uncertainty section.864

To summarize, the scale factors are applied as follows:865

• For b flavor jets, assign heavy flavor scale factors866

• For light flavor jets, assign light flavor scale factors867

• For c flavor jets, assign a flat scale factor of 1.868

The total scale factor for the event is the product of all the scale factors of the jets:869

SFtotal =
Njets

’
i

SFjet
i
= SFjet1

· SFjet2
· ... (12)

In the end, the CSVv2 value for each jet remains unchanged, but each event gets a870

weight of SFtotal.871

2.6.3 Systematic Uncertainties872

Not only do we have to get the correct b-tag scale factors, but we also need to con-873

sider any systematic uncertainty related to the scale factor calculation procedure to874

make sure the systematic uncertainties are sufficient to cover any possible CSVv2875

shape discrepancy between data and MC. There are three sources of b-tag uncer-876

tainty for both light flavor and b flavor jets considered below: jet energy scale, purity877

and statistics of the control sample. For c flavor jets, the scale factor uncertainties are878

treated separately.879

Jet Energy Scale Uncertainty Instead of the nominal MC samples, we use the JES880

shifted samples. Otherwise, the basic method remains unchanged. Shifting the JES881

will change the pT of each jet, which could lead to events migrating in or out of the882

selected sample and jets migrating to different pT bins for the scale factor.883

Depending on the details of the analysis using this scale factor, the JES uncertainty884
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72 2 Results for b tagging

• 1.6  |h| < 2.4821

Iterative Technique and Smoothing In order to calculate the b-jet scale factor, the LF822

scale factor must be known, so that the correct shape for the LF contamination can823

be subtracted. Likewise, to calculate the LF scale factor, the b-jet scale factor must be824

known. To overcome this conundrum, we take an iterative approach. For the first825

iteration, the contamination is subtracted with no CSVv2 scale factor applied. After826

this, the scale factors calculated from the previous iteration are applied to subtract827

the contamination for the current one. For example, when we calculate the HF scale828

factors for a given iteration, we apply the LF scale factors from the previous iterac-829

tion to improve the estimated LF contamination for the subtract. We stop iterating830

once the new SFs do not change much with respect to the old ones; this was achieved831

after three iterations.832

Instead of using the scale factors binned in CSVv2, we parameterize the scale factor833

curves. This is done to minimize the impact of statistical fluctuations and to ensure834

a smooth and continuous CSVv2 scale factor. We fit the light flavor scale factors to835

a 6th-order polynomial function. Since the heavy flavor scale factors have a compli-836

cated shape, we interpolate between the points in each CSVv2 bin to obtain a smooth837

function. Jets with negative CSVv2 values, indicating insufficient information to run838

the complete CSVv2 algorithm, are included in a single bin below 0 which is not839

smoothly connected to values above 0.840

Scale Factor Results841

The results for one pT and h bin for both HF and LF scale factors is shown in Figs 83842

and 84. Each of these figures contains three plots. The first plot shows the data se-843

lected in the given control region, compared to the sum of MC expectations, broken844

down in the the component of interest (either b quarks or LF) and the contamination845

from other sources. The sum of the MC expectations is normalized to the total data846

yield. The second plot shows a comparison of the data shape with the contamination847

subtracted out (subtracting c and LF from the bjet scale factor, and subtracting b and848

c from the LF scale factor), compared to the relevant (bjet or LF) component from the849

MC. The last plot shows the resulting scale factor that comes from taking the ratio of850

the subtracted data. The plots for all pT and h bins are shown in Appendix B.1.851
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Figure 83: Left: Data/MC CSVv2 distribution comparison, with MC normalized to Data
yields. Middle: CSVv2 distributions for (Data - MCHF) compared with MCLF. Right: scale
factor as a function of CSVv2 along with the fitted function. The plots shown here are
from the bin with 40 GeV/c  pT < 60 GeV/c and 0.8 < |h| < 1.6.

Scale Factor Application To apply the scale factors, for each MC event, we loop852

through each jet passing certain analysis selection. If the jet is a b flavor jet, we assign853

a heavy flavor scale factor to it. Otherwise, if it is a light flavor jet, we assign a light854

flavor scale factor to it. The BTV POG convention is to use the heavy flavor scale855
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Scale Factor Application To apply the scale factors, for each MC event, we loop852

through each jet passing certain analysis selection. If the jet is a b flavor jet, we assign853

a heavy flavor scale factor to it. Otherwise, if it is a light flavor jet, we assign a light854
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fitting/interpolation

Instead of binned scale factors, try to get a continuous form
LF SF: fit to 6th order polynomial
HF SF: complicated shape difficult to parameterize, 
interpolate between points
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72 2 Results for b tagging

• 1.6  |h| < 2.4821
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scale factor must be known, so that the correct shape for the LF contamination can823

be subtracted. Likewise, to calculate the LF scale factor, the b-jet scale factor must be824

known. To overcome this conundrum, we take an iterative approach. For the first825

iteration, the contamination is subtracted with no CSVv2 scale factor applied. After826

this, the scale factors calculated from the previous iteration are applied to subtract827

the contamination for the current one. For example, when we calculate the HF scale828

factors for a given iteration, we apply the LF scale factors from the previous iterac-829

tion to improve the estimated LF contamination for the subtract. We stop iterating830

once the new SFs do not change much with respect to the old ones; this was achieved831

after three iterations.832

Instead of using the scale factors binned in CSVv2, we parameterize the scale factor833

curves. This is done to minimize the impact of statistical fluctuations and to ensure834

a smooth and continuous CSVv2 scale factor. We fit the light flavor scale factors to835

a 6th-order polynomial function. Since the heavy flavor scale factors have a compli-836

cated shape, we interpolate between the points in each CSVv2 bin to obtain a smooth837

function. Jets with negative CSVv2 values, indicating insufficient information to run838

the complete CSVv2 algorithm, are included in a single bin below 0 which is not839

smoothly connected to values above 0.840
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lected in the given control region, compared to the sum of MC expectations, broken844

down in the the component of interest (either b quarks or LF) and the contamination845

from other sources. The sum of the MC expectations is normalized to the total data846

yield. The second plot shows a comparison of the data shape with the contamination847

subtracted out (subtracting c and LF from the bjet scale factor, and subtracting b and848

c from the LF scale factor), compared to the relevant (bjet or LF) component from the849

MC. The last plot shows the resulting scale factor that comes from taking the ratio of850

the subtracted data. The plots for all pT and h bins are shown in Appendix B.1.851
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Figure 83: Left: Data/MC CSVv2 distribution comparison, with MC normalized to Data
yields. Middle: CSVv2 distributions for (Data - MCHF) compared with MCLF. Right: scale
factor as a function of CSVv2 along with the fitted function. The plots shown here are
from the bin with 40 GeV/c  pT < 60 GeV/c and 0.8 < |h| < 1.6.

Scale Factor Application To apply the scale factors, for each MC event, we loop852

through each jet passing certain analysis selection. If the jet is a b flavor jet, we assign853

a heavy flavor scale factor to it. Otherwise, if it is a light flavor jet, we assign a light854

flavor scale factor to it. The BTV POG convention is to use the heavy flavor scale855
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factors for c flavor jets, just as for b flavor jets, but with twice the uncertainty. How-856

ever, we found this convention not quite appropriate for the special needs where we857

not only have to correct the b-tagging rates but also the CSVv2 shapes. The main858

problem is that the CSVv2 output shape for bjets in the data is quite different from859

what the MC simulation predicts for charm jets.860

In the absence of a data-driven calibration sample for charm jets, we set the scale861

factors for charm jets to 1.0 and use the doubled relative uncertainty from the cali-862

bration for bjets. Details of how we treat the uncertainties for charm jets are covered863

in the following systematic uncertainty section.864

To summarize, the scale factors are applied as follows:865

• For b flavor jets, assign heavy flavor scale factors866

• For light flavor jets, assign light flavor scale factors867

• For c flavor jets, assign a flat scale factor of 1.868

The total scale factor for the event is the product of all the scale factors of the jets:869

SFtotal =
Njets

’
i

SFjet
i
= SFjet1

· SFjet2
· ... (12)

In the end, the CSVv2 value for each jet remains unchanged, but each event gets a870

weight of SFtotal.871

2.6.3 Systematic Uncertainties872

Not only do we have to get the correct b-tag scale factors, but we also need to con-873

sider any systematic uncertainty related to the scale factor calculation procedure to874

make sure the systematic uncertainties are sufficient to cover any possible CSVv2875

shape discrepancy between data and MC. There are three sources of b-tag uncer-876

tainty for both light flavor and b flavor jets considered below: jet energy scale, purity877

and statistics of the control sample. For c flavor jets, the scale factor uncertainties are878

treated separately.879

Jet Energy Scale Uncertainty Instead of the nominal MC samples, we use the JES880

shifted samples. Otherwise, the basic method remains unchanged. Shifting the JES881

will change the pT of each jet, which could lead to events migrating in or out of the882

selected sample and jets migrating to different pT bins for the scale factor.883

Depending on the details of the analysis using this scale factor, the JES uncertainty884

LF HF
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sf application
Apply the Scale Factors based on jet flavor:

for b jets, assign heavy flavor SF
for light jets, assign light flavor SF
for c jets, no correction

Final scale factor for each event is: SFtotal = SFjet1 * SFjet2 * ...
SFs applied in ttH(bb) and ttH(multi-lepton) channels, significant 
improvement for Data/MC agreement

20
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Figure 52: Distribution of the CSVv2 discriminator values for the single-lepton tt sample. Ex-
actly four jets are required of which two passing the medium working point of the CSVv2
algorithm. The simulation is normalized to the total number of data events. The values of the
discriminator are shown before (left) and after (right) applying the scale factors derived with
the IterativeFit method. The simulation describes the data better after applying the scale fac-
tors. The hatched band around the ratio shows the statistical uncertainty for the left panel and
the total uncertainty in the measured scale factor for the right panel. The bin below 0 contains
the jets with a default discriminator value.
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algorithm. The simulation is normalized to the total number of data events. The values of the
discriminator are shown before (left) and after (right) applying the scale factors derived with
the IterativeFit method. The simulation describes the data better after applying the scale fac-
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more b-tagging
Better flavor tagging would help ttH in many ways

a small increase in tagging efficiency would multiply for 
final states with many b-jets (e.g. ttH(bb))
sophisticated algorithms could enable us to find control 
regions to better model tt+b/2b/bb/cc processes

B-tagging at trigger level
crucial for tt(0ℓ)H(bb)
lepton+b-tagging cross triggers to increase efficiency

B-tagging in boosted region at 13TeV
identify boosted Top or Higgs decaying to “b-jets”, 
improve event reconstruction efficiency
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summary

ttH directly probe Top-Higgs Yukawa coupling
Latest ttH results at LHC:

ATLAS: evidence@13TeV with 4.2𝜎(3.8𝜎)
CMS: observation@7+8+13TeV with 5.2𝜎(4.2𝜎)

B-tagging played a big role in ttH in various aspects
Future improvement from b-tagging will further 
increase the sensitivity of ttH searches
We need to continue the nice collaboration between 
the ttH group and the BTV group

22
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samples and selection

This method uses the same di-lepton datasets as ttH:
DoubleMu, DoubleElectron and MuEG

MC samples: mainly ttbar, Z+jets samples, including 
other small contribution samples as well (ttV, wjets, 
single top and diboson)
General selection: 

two oppositely charged leptons(e or µ) 
exactly two jets
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b-tagging variables

25



Wuming Luo

ttH@lhc
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2/11/17 Latest experimental ttH results 2
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ttH comb @atlas
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10 Conclusions

A search for tt̄H production in multilepton final states using a dataset corresponding to an integrated
luminosity of 36.1 fb�1 of proton–proton collision at

p
s = 13 TeV recorded by the ATLAS experiment at

the LHC is presented. Seven final states, targeting Higgs boson decays to WW
⇤, ⌧⌧, and Z Z

⇤, categorized
by the number and flavor of charged-lepton candidates, are analyzed. An excess of events over the expected
background from SM processes is found, which is interpreted as an observed significance of 4.1 standard
deviations for a SM Higgs boson of mass 125 GeV. The expected significance for a SM Higgs boson is 2.8
standard deviations. The best-fit result of the observed production cross section is �(tt̄H) = 790+230

�210 fb,
in agreement with the SM prediction of 507+35

�50 fb.

The combination of this result with other tt̄H studies from the ATLAS experiment using the Higgs boson
decay modes to bb̄, �� and Z Z

⇤ ! 4` is presented. The combination has an observed significance of
4.2 standard deviations, compared to an expectation of 3.8 standard deviations. The cross section for tt̄H

production is measured to be �(tt̄H) = 590+160
�150 fb, in agreement with the SM prediction. This provides

evidence for the tt̄H production mode.
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A. Gilbert21/3/18

Summary of inputs

4

Analysis CADI Status Categorie
s

Result (μttH)

H→ZZ→4l HIG-16-041 Published 3 0.00+1.19-0.00

H→γγ HIG-16-040 CWR-ended 2 2.2+0.9-0.8

ttH→WW/ZZ/ττ HIG-17-018 Submitted 19 1.23+0.45-0.43 

3.2σ (2.8σ)
ttH→bb (leptonic) HIG-17-026 CWR 21 0.72 ± 0.45 

1.6σ (2.2σ)
ttH→bb (hadronic) HIG-17-022 Submitted 6 0.9 ± 1.5

Run 1 (7+8 TeV) 
bb/ττ/WW/ZZ/γγ HIG-13-029 Published 37 2.8 ± 1.0

• Run 1 inputs are updated to use latest ttH cross sections and branching ratios 
from Yellow Report 4 

• Combination performed for mH = 125.09 GeV

3.3𝜎(1.5𝜎)

0.x𝜎(0.x𝜎)



Wuming Luo

ttH comb @cms

29

Moriond EW 2018

Measurement of the BEH scalar coupling to the top quark in CMS

Marco Peruzzi (CERN)

1− 0 1 2 3 4 5
SMσ / ttHσ

 hadronicbb

 leptonicbb

ττWW*, ZZ*, 

γγ

 4 lept.→ZZ* +1.2
0.0−0.0 

+0.9
0.8−2.2 

+0.45
0.43−1.23 

+0.45
0.45−0.72 

+1.5
1.5−0.9 

 (13 TeV)1−35.9 fb

 HIG-17-022Preliminary CMS

 HIG-17-026Preliminary CMS

 HIG-17-018CMS

 HIG-16-040Preliminary CMS

 JHEP 11 (2017) 47CMS

NEW

NEW

NEW

Conclusions
26

• ttH accessible in a wide range of final states
• Challenging analysis performed with very  

advanced background reduction methods

• Direct measurements constrain 
the top-Higgs coupling to about 15%

• Indirect sensitivity is provided  
by other Higgs processes

• Diverse sources of uncertainty  
limit our current sensitivity:
• how to improve and  

on which timescale?
• what are the best observables  

to extract the most relevant 
physics information?
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Relaxing the assumption of a common production mode scaling leads to a parametrization498

with five production signal strength modifiers: µggH, µVBF, µWH, µZH, and µttH. In this pa-499
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sections, the tH production is assumed to scale like ttH. Conversely, relaxing the common de-501

cay mode scaling leads to one with the modifiers: µgg, µZZ, µWW, µtt, and µbb. Results of the502
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certainty decomposition into statistical and systematic parts, and the corresponding expected504
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Figure 5: Summary plot of the fit to the per-production mode (left) and per-decay mode (right)
signal strength modifiers µi. The thick and thin horizontal bars indicate the ±1s and ±2s
uncertainties, respectively. Also shown are the ±1s systematic components of the uncertain-
ties. The last point in the per-production mode summary plot is taken from a separate fit and
indicates the result of the combined overall signal strength µ.

The improvement in the precision of the measurement of the ggH production rate of ⇠50%506

(from ⇠20% to ⇠10%) compared to Ref. [28] and ⇠33% (from ⇠15% to ⇠10%) compared to507

Ref. [30], can be attributed to the combined effects of an increased ggH production cross section,508

and a reduction in the associated theoretical uncertainties. Improvements in the precision for509

other production rates compared to Ref. [28] range up to ⇠20% for the VBF and VH production510

rates. The uncertainty in the measurement of the ttH production rate is reduced by around511

50% compared to Ref. [30]. This is in part due to the increased ttH cross section between 8 and512

13 TeV, but also due to the inclusion of additional exclusive event categories that target this513

production processes.514

The most generic signal strength parametrization has one signal strength parameter for each515

production and decay mode combination, µi
f . Given the five production and five decay modes516

listed above, this implies a model with 25 parameters of interest. However not all can be ex-517

perimentally constrained in this combination. Since there is no dedicated analysis targeting the518

WH and ZH production with H ! tt decay, or VBF production with H ! bb decay included519

in the combination, these are fixed to the SM expectation and the modifiers are not included in520
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• ttH+tH production cross  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per-production mode fit:
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from !-framework fit 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loops assumption:
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18 6 Signal strength and cross section fits

Production process

ggH VBF WH ZH ttH

Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty
value Stat. Syst. value Stat. Syst. value Stat. Syst. value Stat. Syst. value Stat. Syst.

1.23 +0.14
�0.13

+0.08
�0.08

+0.12
�0.10 0.73 +0.30

�0.27
+0.24
�0.23

+0.17
�0.15 2.18 +0.58

�0.55
+0.46
�0.45

+0.34
�0.32 0.87 +0.44

�0.42
+0.39
�0.38

+0.20
�0.18 1.18 +0.31

�0.27
+0.16
�0.16

+0.26
�0.21

(+0.11
�0.11) (

+0.07
�0.07) (

+0.09
�0.08) (+0.29

�0.27) (
+0.24
�0.23) (

+0.16
�0.15) (+0.53

�0.51) (
+0.43
�0.42) (

+0.30
�0.29) (+0.42

�0.40) (
+0.38
�0.37) (

+0.19
�0.17) (+0.28

�0.25) (
+0.16
�0.16) (

+0.23
�0.20)

Decay mode

H ! bb H ! tt H ! WW H ! ZZ H ! gg

Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty
value Stat. Syst. value Stat. Syst. value Stat. Syst. value Stat. Syst. value Stat. Syst.

1.12 +0.29
�0.28

+0.19
�0.19

+0.22
�0.20 1.02 +0.26

�0.24
+0.15
�0.15

+0.21
�0.19 1.28 +0.17

�0.16
+0.09
�0.09

+0.14
�0.13 1.06 +0.19

�0.17
+0.16
�0.15

+0.10
�0.08 1.20 +0.17

�0.14
+0.12
�0.11

+0.12
�0.09

(+0.28
�0.27) (

+0.19
�0.18) (

+0.21
�0.20) (+0.24

�0.23) (
+0.15
�0.14) (

+0.19
�0.17) (+0.14

�0.13) (
+0.09
�0.09) (

+0.11
�0.10) (+0.18

�0.16) (
+0.15
�0.14) (

+0.10
�0.08) (+0.14

�0.12) (
+0.10
�0.10) (

+0.09
�0.07)

Table 3: Best-fit values and ±1s uncertainties for the parameters of the models with per-
production mode and per-decay mode signal strength modifiers. The expected uncertainties
are given in brackets.

the maximum likelihood fit. In the case of WH, ZH, and ttH production with H ! ZZ decay,521

as well as ZH production with H ! gg decay, the background contamination is sufficiently522

low that a negative signal strength can result in an overall negative event yield. Therefore,523

these signal strengths are restricted to positive values. Figure 6 summarizes the results in this524

model along with the 1s CL intervals. The numerical values, including the uncertainty decom-525

position into statistical and systematic parts, and the corresponding expected uncertainties, are526

given in Table 4.527

Production
process

Decay mode

ggH VBF WH ZH ttH

Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty Best fit Uncertainty
value Stat. Syst. value Stat. Syst. value Stat. Syst. value Stat. Syst. value Stat. Syst.

H ! bb 2.51 +2.44
�2.01

+1.96
�1.92

+1.46
�0.59 � 1.73 +0.70

�0.68
+0.53
�0.51

+0.46
�0.44 0.99 +0.48

�0.45
+0.41
�0.40

+0.23
�0.20 0.91 +0.45

�0.43
+0.24
�0.24

+0.38
�0.36

(+2.06
�1.86) (

+1.86
�1.83) (

+0.89
�0.33) � (+0.69

�0.67) (
+0.53
�0.51) (

+0.45
�0.44) (+0.46

�0.44) (
+0.40
�0.39) (

+0.23
�0.20) (+0.44

�0.42) (
+0.24
�0.23) (

+0.37
�0.35)

H ! tt 1.05 +0.53
�0.47

+0.25
�0.25

+0.47
�0.40 1.12 +0.45

�0.43
+0.37
�0.35

+0.25
�0.25 � � 0.22 +1.03

�0.88
+0.80
�0.71

+0.65
�0.52

(+0.45
�0.41) (

+0.23
�0.23) (

+0.38
�0.34) (+0.45

�0.43) (
+0.37
�0.35) (

+0.25
�0.24) � � (+0.98

�0.87) (
+0.80
�0.73) (

+0.56
�0.47)

H ! WW 1.35 +0.20
�0.19

+0.12
�0.12

+0.17
�0.15 0.28 +0.64

�0.60
+0.58
�0.53

+0.28
�0.28 3.91 +2.26

�2.01
+1.89
�1.72

+1.24
�1.05 0.96 +1.81

�1.46
+1.74
�1.44

+0.51
�0.22 1.60 +0.66

�0.59
+0.40
�0.39

+0.52
�0.45

(+0.17
�0.16) (

+0.10
�0.10) (

+0.13
�0.12) (+0.63

�0.58) (
+0.57
�0.53) (

+0.26
�0.25) (+1.47

�1.19) (
+1.32
�1.06) (

+0.64
�0.54) (+1.67

�1.37) (
+1.61
�1.35) (

+0.45
�0.20) (+0.56

�0.53) (
+0.38
�0.38) (

+0.41
�0.38)

H ! ZZ 1.22 +0.24
�0.21

+0.20
�0.19

+0.12
�0.10 �0.09 +1.02

�0.76
+1.00
�0.72

+0.21
�0.22 0.00 +2.32

+0.00
+2.31
�0.00

+0.28
�0.00 0.00 +4.26

+0.00
+4.19
�0.00

+0.81
�0.00 0.00 +1.51

+0.00
+1.48
�0.00

+0.31
�0.00

(+0.22
�0.20) (

+0.20
�0.19) (

+0.10
�0.07) (+1.27

�0.99) (
+1.25
�0.97) (

+0.24
�0.21) (+4.45

�0.99) (
+4.41
�0.99) (

+0.57
�0.00) (+7.58

�0.99) (
+7.46
�0.99) (

+1.33
�0.00) (+2.95

�0.99) (
+2.89
�0.99) (

+0.59
�0.00)

H ! gg 1.15 +0.21
�0.18

+0.17
�0.15

+0.13
�0.10 0.68 +0.59

�0.45
+0.49
�0.42

+0.32
�0.18 3.71 +1.49

�1.35
+1.45
�1.33

+0.35
�0.23 0.00 +1.13

+0.00
+1.13
�0.00

+0.09
�0.00 2.14 +0.87

�0.74
+0.81
�0.72

+0.31
�0.14

(+0.17
�0.16) (

+0.14
�0.14) (

+0.11
�0.08) (+0.59

�0.48) (
+0.48
�0.43) (

+0.34
�0.21) (+1.29

�1.16) (
+1.28
�1.16) (

+0.13
�0.06) (+2.52

�1.04) (
+2.50
�1.04) (

+0.24
�0.00) (+0.72

�0.62) (
+0.71
�0.62) (

+0.15
�0.06)

Table 4: Best-fit values and ±1s uncertainties for the parameters of the model with one signal
strength parameter for each production and decay mode combination. The entries in the table
represent the parameter µ

f
i = µi ⇥ µ f , where i is indicated by the row and f by the column.

The expected uncertainties are given in brackets. Some of the signal strengths are restricted to
positive values, as described in the text.
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where the total uncertainty has been decomposed into statistical, signal theory systematic, and496

other systematic components.497

Relaxing the assumption of a common production mode scaling leads to a parametrization498

with five production signal strength modifiers: µggH, µVBF, µWH, µZH, and µttH. In this pa-499

rameterization, as well as all subsequent parametrizations involving signal strengths or cross500

sections, the tH production is assumed to scale like ttH. Conversely, relaxing the common de-501

cay mode scaling leads to one with the modifiers: µgg, µZZ, µWW, µtt, and µbb. Results of the502

fits in these two models are summarized in Figure 5. The numerical values, including the un-503

certainty decomposition into statistical and systematic parts, and the corresponding expected504

uncertainties, are given in Table 3.505
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0 0.5 1 1.5 2 2.5 3 3.5 4

µ

ttH
µ

ZH
µ

WH
µ

VBF
µ

ggH
µ

Preliminary CMS
 (13 TeV)-135.9 fb

Observed
sys.)⊕ (stat.σ1±

 (sys.)σ1±
σ2±

Parameter value
0 0.5 1 1.5 2 2.5

bbµ

ττµ

WWµ

ZZµ
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Observed
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Figure 5: Summary plot of the fit to the per-production mode (left) and per-decay mode (right)
signal strength modifiers µi. The thick and thin horizontal bars indicate the ±1s and ±2s
uncertainties, respectively. Also shown are the ±1s systematic components of the uncertain-
ties. The last point in the per-production mode summary plot is taken from a separate fit and
indicates the result of the combined overall signal strength µ.

The improvement in the precision of the measurement of the ggH production rate of ⇠50%506

(from ⇠20% to ⇠10%) compared to Ref. [28] and ⇠33% (from ⇠15% to ⇠10%) compared to507

Ref. [30], can be attributed to the combined effects of an increased ggH production cross section,508

and a reduction in the associated theoretical uncertainties. Improvements in the precision for509

other production rates compared to Ref. [28] range up to ⇠20% for the VBF and VH production510

rates. The uncertainty in the measurement of the ttH production rate is reduced by around511

50% compared to Ref. [30]. This is in part due to the increased ttH cross section between 8 and512

13 TeV, but also due to the inclusion of additional exclusive event categories that target this513

production processes.514

The most generic signal strength parametrization has one signal strength parameter for each515

production and decay mode combination, µi
f . Given the five production and five decay modes516

listed above, this implies a model with 25 parameters of interest. However not all can be ex-517

perimentally constrained in this combination. Since there is no dedicated analysis targeting the518

WH and ZH production with H ! tt decay, or VBF production with H ! bb decay included519

in the combination, these are fixed to the SM expectation and the modifiers are not included in520
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Figure 11: Summary plots of the k-framework model in which the ggH and H ! gg loops
are scaled with effective couplings. The points indicate the best-fit values while the thick and
thin horizontal bars show the 1s and 2s CL intervals, respectively. For the summary plot on
the left the constraint BRBSM = 0 is imposed, and both positive and negative values of kZ are
considered while kW is assumed to be positive. For the summary plot on the right, both kW
and kZ are assumed to be positive with the constraint |kW|, |kZ|  1, while BRinv. > 0 and
BRundet. > 0 are free parameters.
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Figure 12: Scans of q as a function of BRinv. (left), and 68% and 95% CL regions for BRinv.
vs BRundet. (right), in the model where only positive values of kV (same sign of kW and kZ)
are considered with the constraint |kW|, |kZ|  1, and BRinv. > 0 and BRundet. > 0 are free
parameters. The scan of q as a function of BRinv. expected assuming the SM is also shown in
the left panel.
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other production 
modes floating

other ! parameters floating

28 7 Measurements of the Higgs boson’s couplings

BRinv. = 0 BRinv. > 0, kV < 1
Uncertainty Uncertainty

Parameter Best fit Stat. Syst. Parameter Best fit Stat. Syst.

kZ
0.99 +0.11

�0.11
+0.09
�0.09

+0.06
�0.06 kZ

0.89 +0.09
�0.08

+0.07
�0.07

+0.05
�0.04

(+0.11
�0.11) (+0.09

�0.09) (+0.06
�0.06) (+0.00

�0.11) (+0.00
�0.09) (+0.00

�0.06)

kW
1.12 +0.13

�0.19
+0.10
�0.18

+0.08
�0.07 kW

1.00 +0.00
�0.05

+0.00
�0.04

+0.00
�0.02
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�0.12) (+0.09

�0.09) (+0.07
�0.07) (+0.00

�0.12) (+0.00
�0.09) (+0.00

�0.07)

kt
1.09 +0.14

�0.14
+0.08
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+0.12
�0.12 kt

1.12 +0.17
�0.16

+0.09
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+0.14
�0.13

(+0.14
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�0.12) (+0.18

�0.15) (+0.13
�0.09) (+0.12
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+0.11
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+0.12
�0.09 kt

0.91 +0.13
�0.13
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+0.11
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(+0.16
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�0.11) (+0.11
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�0.11) (+0.11
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+0.19
�0.30

+0.19
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�0.11

(+0.25
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�0.15)

kg
1.14 +0.15

�0.13
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�0.14

+0.11
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+0.00
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�0.00

+0.03
�0.00

(+0.20
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�0.00) (+0.11
�0.00)

Table 9: Best-fit values and ±1s uncertainties for the parameters of the k-framework model
with effective loops. The expected uncertainties are given in brackets.
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Figure 13: Scans of q as a function of GH/GSM
H obtained by reinterpreting the model allowing

for BSM decays of the Higgs boson.
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Figure 13: Scans of q as a function of GH/GSM
H obtained by reinterpreting the model allowing

for BSM decays of the Higgs boson.
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