
Introduction



Not all topics relevant for the facility will be covered today

A lot of time for questions and discussions

Live notes on the indico page
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Tier 2s
Wall clock time [HS06*h]


2017 data

86 computing sites 

contributed to ATLAS

US Tier 2 sites 29.5%


23% the canonical share

https://accounting.egi.eu/wlcg/tier2/normelap_processors/SITE/VO/2017/1/2017/12/lhc/onlyinfrajobs/ 3

https://accounting.egi.eu/wlcg/tier2/normelap_processors/SITE/VO/2017/1/2017/12/lhc/onlyinfrajobs/
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Tier 1s
Wall clock time [HS06*h]


2017 data

US Tier 1 22%

2017 — ATLAS
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US Tier 1 & Tier 2s



All ATLAS  
Tier 1s & Tier 2s
Wall clock time [HS06*h]


2017 data

98 computing sites 

contributed to ATLAS

Tier 1 sites in green
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Reliability of US sites

9



–X from ADC

“Is there a US squad team ?” 
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Communication

• Please use our mailing list and bi-weekly meetings as the 
first place for question and discussion 


• Do not overload ADC operation

11



Capacity & pledges
Available 
Disk [TB]

Pledges [TB] Available 
CPU 

[kHS06]

Pledges [kHS06]

Site 2017 2018 2017 2018
Tier-1 16,500 15,600 17,000 156 212 218
AGLT2 6,440 4,300 4,700 96 58 59
MWT2 6,370 6,400 7,000 196 86 89
NET2 4,580 4,300 4,700 111 58 59
SWT2 4,880 4,300 4,700 129 58 59
US ATLAS 
Tier2s 22,270 19,300 21,100 532 260 266
US ATLAS 
Facility 38,770 34,900 38,100 688 472 484

Reminder : WLCG year starts April 1st
12

Retirement profile for next years needed



FY18 milestones
https://docs.google.com/document/d/1gk5Hc-

WTmdjCveYtGQ3Hy_iVXGIU2IbnVut6pYtMXCw/edit?usp=sharing
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Q1
• Upgrade analytics platform @ MWT2 


• Operation optimisation / accounting on Leadership HPCs (likely Q1 through Q4) 


• Develop a plan for an US ATLAS Leadership HPC operations team. This principally 
includes the DOE centers: NERSC (Cori), ALCF (Theta) and ORNL (Titan).  


• Standardize solutions for software distribution where possible including thin-container 
approaches.


• Standardize data delivery where possible, including a Globus-based distribution service 
(developed and hosted by ANL) 


• Automatic benchmarking and consistent accounting on various HPCs


• T3 capacity increase at BNL 


• SLAC validation as ACF


• Characterisation of ML analysis platform (HW, SW) 

14



Q2

• Jupyter notebook available for test at BNL T3, T2 


• Deploy Xcache at every T2 


• Software distribution on NSF HPC Centers


• Distributed Ceph system testbed plan 


• NET2 storage migration to Ceph

15



Q3
• Develop ML analysis platform (HW, SW) 


• Plan is to build a ML/AI platform for general use by the 
ATLAS community


• Network monitoring 


• Integrated Maddash & analytics dashboard


• Distributed Ceph system testbed deployment


• WLCG 2018 pledges delivered 

16



Q4
• T1, T2 sites migrated to CentOS 7


• ATLAS plans (https://twiki.cern.ch/twiki/bin/view/
AtlasComputing/CentOS7Readiness


• Singularity is deployed on all sites


• ATLAS plans  


• US: https://twiki.cern.ch/twiki/bin/viewauth/AtlasComputing/
ContainersInUScloud


• ADC: https://twiki.cern.ch/twiki/bin/view/AtlasComputing/
ADCContainersDeployment

17

https://twiki.cern.ch/twiki/bin/view/AtlasComputing/ADCContainersDeployment
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/ADCContainersDeployment
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/ADCContainersDeployment


Network
-Was our best friend up 
to now


-Need to be considered 
as a true resource and 
not an externally  
granted resource in 
futire

 

ESnet European Funding Model 
Overview for LHC Experiment Coordinators Meeting 
Last Updated: 22-January-2018 
 
ESnet’s initial transatlantic networking infrastructure was commissioned in late 2014, and was funded by both 
the ESnet and HEP Programs. HEP funding is $6M thru FY18. The initial transatlantic capacity of 340Gbps, 
has been augmented to 400Gbps by the end of 2017. Beyond FY18, ESnet’s multi-year budget plan allocates 
~$2M annually for transatlantic capacity, including growth. This amount of funding should allow regular 
increases in capacity in the future as transatlantic circuits and european circuit costs continue to drop. 
However, we note that this funding level may not support projected capacity requirements in the future (see 
table below). 

 
ESnet’s cost and capacity modeling indicates that keeping up with either the lower or upper bound of demand 
would consume the majority of ESnet’s entire budget. As an example, to meet projected 2023 demand, ESnet 
would need to procure 68 100G circuits at a (direct) annual cost of approximately $32M. 
 
ESnet and the LHC Experiment Coordinators should collaborate on strategies to maximize the efficiency of the 
transatlantic network capacity.  Some initial brainstorming yielded: 

● Leverage multiple other networks to maximize capacity 
● Increase the efficiency of use of the available resources 
● Explore opportunities for bulk and spectrum purchases 

While not a specific strategy, continued funding by HEP is certainly a consideration, although we acknowledge 
that a single Program, or even a grouping of Programs, would not have enough budget headroom to meet the 
expected capacity demands. 
 
Let’s spend some time discussing a path forward at today’s meeting. 
 
Reference: Planning Transatlantic for Growth and HL-LHC, Inder Monga, May 2017 
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Let’s spend some time discussing a path forward at today’s meeting. 
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Department of Energy Office of Science National Labs
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Something to be 
understood
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Allocation on 
DOE HPC

•  Document submitted to DOE (June 2017) 


• Extrapolation of current ATLAS computing model up to 2030!


•  Low I/O workflows only are suitable for (current) HPCs


•  Today ~50% of ATLAS CPU consumption from low I/O 
workflows


• Event generation


• Simulation


•  ATLAS allocation request on DOE HPCs for 75% low I/O 
workflows


• Caveat : ATLAS CPU needs & usage have always been 
higher than computing model


•  ~20% more at Tier-1s


•  ~100% more at Tier-2s

 

alleviate the storage shortage in Run 3. Even with a substantial HPC allocation, in Run 4 ATLAS                 
risks order-of-magnitude resource shortages that may several impact its physics reach.           
Sustained R&D efforts to reduce the needed resources will be vital to succeed.  

 

Fig 11: Impact on ATLAS resources of moving 75% of US ATLAS Simulation to ASCR 
HPCs. Each plot assumes that funding “freed” by ASCR HPC allocation is dedicated 

exclusively to purchasing CPU, Disk, or Tape respectively.  
 

US ATLAS long-term HPC request 
Assuming a conversion of 10 HS06-hour per core-hour , and using our activity model, we              6

estimate that to run 75% of US ATLAS simulation production on ASCR HPCs we would need: 
 

US ATLAS HPC CPU Allocation Request (Millions of core-hours) 

2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

240 410 550 400 400 400 650 1140 2930 2930 2930 2930 2930 
Table 4:  US ATLAS HPC CPU Allocation Request 

6 the conversion from HS06-hours to core-hours is obviously site dependent. For example at NERSC we 
measured 19.9 HS06 per core on Edison and on Cori Haswell. Taking into account NERSC charge 
factors, this translates to 8-10 HS06-hour per allocation core-hour. 
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US ATLAS Computing Needs and Plans 
Leading up to HL-LHC 
P. Calafiura, K. De, E. Lançon 

Executive Summary 
During the HL-LHC era, the trigger rate for the ATLAS experiment will increase tenfold. In               
addition, due to the increased HL-LHC luminosity, each event will contain ten times more              
background collisions with a corresponding increase in event complexity. WLCG resources,           
which are expected to be constrained by flat budgets, will not be sufficient to meet the needed                 
factor of one hundred increase in computing resources. Shared resources like commercial            
clouds, volunteer computing, and in particular ASCR HPC facilities can play an important role in               
addressing this shortfall. ATLAS is working on incorporating HPC resources into its fully             
automated workflow and dataflow management systems, and is porting CPU intensive           
workflows to the relevant HPC platforms. To make this significant effort successful, ATLAS is              
relying on a long-term commitment from DOE-ASCR to support HEP data intensive, high             
throughput workflows in its facilities, with the fast turnaround and high availability constraints of              
an experiment running in production for decades to come. 
 
This document provides an initial estimate of the ATLAS computing needs (CPU and storage)              
over the next decade up to the start of the HL-LHC (Run 4) and its transition to steady-state                  
operation. With all the caveats associated with any computing prediction over a 12-year range,              
we project that ATLAS-owned CPU and storage resources will fall x2-x10 short of what will be                
needed.  
 
As we describe in the rest of the document, to help address this shortage, we propose to move                  
75% of US ATLAS CPU intensive simulation production tasks to ASCR HPC facilities. This will               
require a long-term ASCR HPC allocation of O(400M) core-hours per year during Run 2 and               
Run 3, ramping up to O(3000M) core-hours per year for Run 4. We will also require                
approximately 2 FTEs of additional effort dedicated to HPC-specific software development and            
operations. Moving the proposed simulation production tasks to HPCs would allow us to             
increase investment in storage at our T1 and T2 facilities. Overall, this strategy will allow us to                 
mitigate the resource shortfalls expected, under the assumptions described in this note, in the              
coming decade at the LHC under a flat budget scenario. 

1 

Run 2

Run 3

Run 4 
HL-LHC

At HL-LHC, because of pile-up, event  (real and 
simulation data) reconstruction dominates (~70%) 

CPU budget
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We need HPCs in the 
future

How are we using them today ?

CPU accounting unclear, used # of simulated events for accounting

21



MCfull in the US

22

HPCs ~23% of simulation produced in the US 
And HPCs do ~only full simulation



MCfull in the US

23



Options for addressing 
storage cost

•  Use cheaper hardware


•  Avoid duplication of data


• Caching


• Distributed storage 0%

20%

40%

60%

80%

100%

2016 2017 2018 2019

Tier-1	hardware	budget

CPU Disk Tape

Disk storage is the main driver of Tier-1 hardware 
equipment cost (tape robot not considered)



Looking forward

• Evolution of the facility : Please look at the document


• Integration of HPCs


• Distributed storage


• Caching & optimization of network usage

25

https://docs.google.com/document/d/1XQinUEOs_TybXXAMF3rsVU_RUBQEn6Y9i8-U60QTxc8/edit?usp=sharing


Spares



MCfull — all ATLAS sites

~1/3 w/o CERN







Analysis facility at 
BNL

•  Interactive nodes + batch farm 
(decommissioned Tier-1 equipment)


•  ~100 users from a dozen of 
institutions

Groups past 12 months

Batch farm


