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ATLAS Level-1 Trigger System

ÅReduces bunch crossing rate 

40 MHz Ÿ 100 kHz event rate (2.5 ɛs)

ÅMUCTPI functionality

ÅReceives and combines data from 208 sector 

logic (SL) modules of the Level-1 Muon trigger 

(L1Muon)

ÅCounts and sorts muon candidates according 

their transverse energy

ÅAvoids double counting

ÅMuon-only topological algorithms

ÅSends counts to CTP

ÅEncodes & sends muon position

& energy information to the topological trigger 

processor (L1Topo)

ÅVMEbus-based MUCTPI replaced by single 

ATCA blade for Run-3

4



MUCTPI Implementation
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MUCTPI Version 1

Presented in 

TWEPP 2017 (talk here)

MUCTPI Version 2

new PCB (minor bug fixes)

MSP FPGA upgrade

VU160 Ÿ VU9P
3X more on-chip memory

25% more logic resources

https://indico.cern.ch/event/608587/contributions/2638111/


MSP Functionality

2 Muon Sector Processor (MSP) FPGAs (Xilinx Virtex Ultrascale+ VU9P)

Å1 FPGA handles ½ of the muon trigger

ÅReceives & aligns 104 SL inputs 

ÅImplements trigger functionality
Å Overlap handling, muon multiplicity, sorting candidates by their transverse energy. More details in MSP firmware section

ÅSerial link monitoring, rate counters, debug memories

Trigger/Readout Processor (TRP) FPGA (Xilinx Kintex Ultrascale KU095)

ÅReceive and merge information from 2 MSP FPGAs

ÅImplement muon-only topological algorithms

ÅSend trigger multiplicities and flags to CTP

ÅDAQ readout, HLT output, Event monitoring

ÅTTC reception, decoding and distribution
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MUCTPI Zynq SoC

Å Xilinx Zynq-7000 is a dual-core ARM Cortex-A9 (32-bit) core and FPGA programmable 

logic in one package

Å Runs an embedded Linux OS

Å Configure, control and monitor the board

(trigger and infrastructure)

Å Synchronization settings, rate counters

LUT configurationé

Å FPGA configuration, voltages,

currents, optical poweré

Å ATLAS TDAQ Run Control SW

A. Preferred solution: Run Control SW

runs directly on the SoC

B. Fallback solution: SoC connected to

a PC which runs the Run Control SW
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MUCTPI pictures
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MUCTPI Hardware Tests
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Optical Link Testing

ÅFirmware

ÅXilinx IBERT IP for testing all MGT links at 6.4 and 12.8 Gb/s

ÅWe developed two software tools (motivated by schematics complexity, high number of MGTs, polarity inversions)

ÅPCBpy: Python tool to check & extract interconnectivity from PCB schematics and generate 

VHDL wrappers, placing & polarity constraints, error checking reports, and others.

ÅIBERTpy: Python tool to manage Vivado IBERT tests and results

ÅGenerates TCL scripts to configure and run IBERT tests

ÅPlot eye-diagrams and compile them into a report (PDF)
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https://github.com/mvsoliveira/PCBpy
https://github.com/mvsoliveira/IBERTpy
https://github.com/mvsoliveira/PCBpy
https://github.com/mvsoliveira/IBERTpy


Sector Logic Optical Eye Opening Area
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worst case

45.66%

Average

65.75 %
Average

47.48 %

6.4 Gb/s
Phase-I rate

12.8 Gb/s
Stress test

All 330 multi-gigabit transceivers have been tested !

Optical fiber loopback FPGA-to-FPGA, PRBS-31 pattern

Early results, transceivers and optical interface settings not optimized yet

Eye openning area for the 208 Sector Logic Links


