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LHC injector BLM System Overview

Remote Control and Calibration Module (BLERC) architecture

Abstract: The strategy for beam setup and machine protection of the accelerators at the European Organization for Nuclear Research (CERN) relies
strongly on their Beam Loss Monitoring (BLM) systems, which are currently being renovated. The main acquisition path has shown very promising
results, and development is now concentrated to provide advanced remote diagnostics, setup and monitoring features. In this domain, a new remotely
controlled module is under design with the primary function to provide remote calibration of the acquisition cards by controlling an embedded current
source and adjusting the analogue circuit of each channel to compensate component tolerance, noise and ageing.

System diagnostics Test and calibration

The Beam Loss Monitoring system used at the CERN injector complex (PS, PS Booster and Linac4) is split on two crates. The first one (called BLEAC) is in charge of the signal acquisition. It consists of a custom backplane which can host
up to 8 acquisition cards (BLEDPs). In order to remotely monitor the crate power consumption and to allow the test and calibration of all channels, a remote control and calibration card (BLERC) has been added to it. Each BLEDP
digitizes the input current from up to eight detectors and communicates through a multi-gigabit speed optical link with a partner post-processing card (BLEPT) hosted in a VME64x crate. The later will keep several moving integration
windows between 2us and 1.2s. A front-end CPU recovers the data in order to publish them into the various control room applications. In parallel, if the measured beam losses exceed certain defined thresholds or some operational
condition is not respected, an interlock request will be sent to the Beam Interlock Controller (BIC), through the combiner and survey card (BLECS).

During the design of this system particular attention was given to its reliability and its ability to remotely diagnose
any potential issue. In this sense, the BLERC card allows to remotely switch on/off every module of the acquisition
crate, while continuously surveying the current consumption during the process. Differences on the consumption
profiles of the cards could already indicate certain level of degradation, allow to perform targeted preventive
maintenance and therefore reduce machine downtime. Additionally, a failsafe hot swap power manager IC was
installed at each acquisition module slot, and its output is fed back to the BLERC in order to detect any potential
issue. They include inrush current limiting and electronic circuit breaker protection. The acquisition crate allows
the installation of a redundant power supply. The individual status of each of the power supply lines are also
continuously surveyed by the BLERC card.

In addition to the continuous survey of the power status, the BLERC allows the test and calibration of every
acquisition channel. For that, a voltage controlled current source has been embedded in the crate backplane. A
14-bit DAC in the BLERC card can remotely control it. This current is fed to a current measurement circuit based
on an shunt and an amplifier which is measured by a 12-bit ADC mounted into the BLERC. The input signal to
each acquisition channel can be selected among the ionization chambers signal, the BLEAC embedded current
source or eventually an external source. This method will allow to test the full range of the acquisition cards,
allowing to optimize the switch point between the two acquisition methods implemented into the BLEDP, i.e.
the fully differential frequency converter (FDFC) and the direct digital converter (DADC), and their linearity and
offset errors. It will also allow to monitor any possible degradation of the electronics with ageing.

Photo of the BLERC card.
Most of the functionalities are
implemented in the BLEAC
crate’s backplane and the
BLERC FPGA (an Altera
cyclone IV).

The figure shows the scheme of the firmware architecture, which is mainly divided into
three functional blocks:

- The diagnostic data streaming block is in charge of communicating with any kind of
sensor or interface in order to collect system status information. This is a
standardized module used in all the LHC injector BLM cards (called Diagnostic
Reader). It contains as many interfaces submodules as required per card type. This
module controls the readout intervals (which can be very different among the
interfaces). Every readout is stored in a predefined package format and combined
with the readout packages of the other interfaces. A scoreboard module monitors if
every interface has updated its status since the last acquisition. The data are then
written into a dual-port memory which is mapped into the memory space of the
Nios II Soft-CPU.

- The SoC, based on a NIOS II Soft-CPU core working at 100MHz, is under control of a
µC/OS-II real-time operating system. The NIOS CPU is accompanied by a Triple
Speed Ethernet (TSE) IP-core provided by Altera which implements the Gigabit
Ethernet MAC communication and includes the 1000BASE-X/SGMII Physical Coding
Sublayer (PCS) logic with an embedded Physical Medium Attached (PMA). The TSE
requires to work two Scatter-Gather Direct Memory Access (SGDMA) also provided
by Altera. Three different on-chip memory modules have also been instantiated: one
dual-port to store the diagnostic readout data, a second one to store the OS,
program and data and a third one in charge of storing the memory descriptors used
by the SGDMA modules. A software based TCP/IP Ethernet server is implemented
and it periodically publishes the system status.

- Finally a remote update functional block allows to remotely receive and upgrade the
FPGA firmware and software as well as updates on default operational parameters.
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