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Exascale Data

= 0.5 EB now, 1 EB by end of LHC Run2

* To ~100 EB during HL LHC Era

Network Total Flow of >1 EB this Year
= 850 Pbytes flowed over WLCG in 2016

Projected Shortfalls by HL LHC

= CPU ~4-12X, Storage ~3X, Networks

Network Dilemma:

Per technology generation (~8 years)

= Capacity at same unit cost: 4X

= Bandwidth growth: 30X (Internet2);

50X (GEANT), 70X (ESnet)

During LHC Run3 (~2022)
we will likely reach a network limit

This i1s unlike the past
= Optical, switch advances are

evolutionary; physics barriers ahead

New Levels of Challenge
= Global data distribution,
processing, access and analysis

= Coordinated use of massive but
still limited diverse compute,
storage and network resources

= Coordinated operation and
collaboration within and among

scientific enterprises “
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= HEP will experience increasing
Competition from other data
Intensive programs

Sky Surveys: LSST, SKA
Next Gen Light Sources
Earth Observation
Genomics
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New: Paradigms
o Exascale Science

=Nhps SDNfIntercontinental Steered
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