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2015 concept of lost physics (Chamonix 
Workshop)

Lost Physics Time: 3 h additional 
time assigned to each fault 

dumping while in stable beams 
(i.e. optimistic turnaround)



Intro to Availability

Availability and 
reliability metric

Fault and performance 
tracking

Development of tools for 
performance predictions

Extrapolate to future scenarios 
based on experience

AFT PM TIMBERLogBook AvailSim



Lost Physics

• If a stable beam run is cut short by a fault we say we have “Lost Physics”.
• Cut short?

• Why is Lost Physics Important?

• How does this project help resolve the problem?

• Improve understanding of factors driving turnaround time (including faults)

• For High-Lumi turnaround duration will be a critical parameter for integrated luminosity 
production

• Shorter fill lengths due to levelled operation – more frequent dumps ergo more frequent 
turnarounds



Contents

• Intro
• Activity Tracking

• Tools utilised

• Turnaround
• Intro

• Analysis & Progress

• AvailSim
• Progress

• Outlook

Feel free to stop me at any time!



AFT (Accelerator fault tracker)

• Main Centre for obtaining data (OP 
modes and Faults)

• Built in filter to attain objective data 
faster
• Blocking/Non-Blocking

• Accelerator

• Date Range





E-Logbook
• Basis of comparison with accuracy of data from AFT

• Analysis revealed problems with AFT data extraction for OP Modes. Solved!

• Provides foundation of understanding for the operational processes and cycles of LHC

• Shows all events registered from CCC operators



Post Mortem

• Snapshot of machine state at failure

• Injection scheme 2556 bunches at spacing 25ns

• Use columns to filter information from AFT and E-Logbook
• 2556
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Fill Number [#]

Turnaround Time vs Fill Number

6.2h

Begin Injection

Start Physics
Beam Abort
End of Fill

Recovery
≈ 45 minutes

Turnaround 
XXXX

Physics
≈ 9 hours

Fill 
Number XXXX

Turnaround analysis
• Define turnaround(The interval from the beam 

abort in one fill, to the start of stable beams in 
the next is referred to as the turnaround time.  
Note that turnaround time is labelled with the 
fill number where stable beams starts)

Not broken down into OP modes, very general and 
not much can be interpreted. Theoretical min is 2 
hours average (mean) is 5 hours



OP Modes

• No Beam – Long faults and/or planned access

• Loss Maps – Mapping loss locations in LHC in order for comparison later on

• Injection tuning – Adjust transfer line settings to minimise losses at injection

• Measurements

• Pre-Cycle – cycle magnets up to 3.5TeV to prepare for next injection following fault

• Setup – no beam but setting up for next cycle

• Beam In – cycle with beam

• Stable Beams - collisions



LHC RUN1 28/04/17-03/07/17

Fill Number

1.4891 hr    
0.21104 hr   
0.05159 hr     
5.0838 hr    
0.55737 hr     
2.0218 hr     
3.0862 hr

Mean

• Breakdown into different OP 
modes

• For each fill
• Colour coded according to E-

Logbook
• Working on implementing “Net 

OP mode times and time in 
fault”

• Can break down into mean OP 
mode duration and count per 
fill – can narrow down elements  
which may contribute to faults

• Knock on effects with 
improving availability for High-
Lumi

hr

No beam
Loss Maps
Injection Tuning
Measurements
Pre Cycle
Setup
Beam in



LHC RUN2 07/07/17-18/09/17

Fill Number

2.4783 hr   
0.06612 hr   
0.06052 hr    
0.45479 hr    
0.30889 hr     
2.7411 hr     
3.1583 hr

hr

Mean
No beam
Loss Maps
Injection Tuning
Measurements
Pre Cycle
Setup
Beam in



LHC RUN3 21/09/17-10/12/17

Fill Number

1.1802 hr   
0.03798 hr   
0.06187 hr     
0.4666 hr    
0.35846 hr     
1.8058 hr     
2.1679 hr

Meanhr

Mean
No beam
Loss Maps
Injection Tuning
Measurements
Pre Cycle
Setup
Beam in



LHC RUN1 30/03/18-18/06/18

Fill Number

1.7959 hr   
0.03730 hr    
0.10255 hr    
0.60396 hr    
0.45992 hr     
1.8338 hr     
2.7128 hr

Mean

hr

No beam
Loss Maps
Injection Tuning
Measurements
Pre Cycle
Setup
Beam in



LHC RUN2 21/06/18-19/09/18

Fill Number

2.381 hr
0.14425 hr
0.18865 hr
0.34605 hr
0.29706 hr
2.7105 hr
2.4766 hr

Meanhr
No beam
Loss Maps
Injection Tuning
Measurements
Pre Cycle
Setup
Beam in



LHC RUN2 21/06/18-19/09/18 with fault

• Work in progress

Fill Number

hr



Example: data Prep For AvailSim

• What is AvailSim?
• Developed by M. Motyka
• Program predicting 

accelerator performance 
based on existing 
availability and reliability 
data input.

• Quantifies lost physics in 
different scenarios.

T
im

e

X 100 times

[…until 160 days of operation are reached…]



Example: fault data Prep For AvailSim

• Shows System and relevant 
sub(sub)-systems that are 
applicable to each post 
mortem entry

• How does it differ from what 
we already have?
• Initialised count
• Solely for 2556 bunch 

beams

1 month

count



• Turnaround graph accuracy
• Hence “Net OP mode” accuracy

• Turnaround breakdown including time in fault

• Breakdown of system failures into modes
• Trickle down count for parent systems eg. 

• Development of Lost Physics Metric
• Analysing and interpreting the existing dataset to find identify areas for Improvement

Outlook

Etc.

Etc.

Etc.

Hardware
QPS

Controller

Etc.


