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Milky Way dwarf galaxies

Not much else: no astrophysical background*
compare to Galactic center

Nearby, lots of dark matter (                       )log10 J ∼ 18 − 20



the bb̄ and τþτ− channels with expectation bands derived
from the analysis of 300 randomly selected sets of blank
fields. Sets of blank fields are generated by choosing
random sky positions with jbj > 30° that are centered at
least 0.5° from 3FGL catalog sources. We additionally
require fields within each set to be separated by at least
7°. Our expected limit bands are evaluated with the 3FGL

source catalog based on four years of PASS7 REPROCESSED

data and account for the influence of new sources present in
the six-year PASS8 data set.
Comparing with the results of Ackermann et al. [13], we

find a factor of 3–5 improvement in the limits for all
channels using six years of PASS8 data and the same sample
of 15 dSphs. The larger data set as well as the gains in the

LAT instrument performance enabled by PASS8 both
contribute to the increased sensitivity of the present
analysis. An additional 30%–40% improvement in the
limit can be attributed to the modified functional form
chosen for the J factor likelihood (3). Statistical fluctua-
tions in the PASS8 data set also play a substantial role.
Because the PASS8 six-year and PASS7 REPROCESSED

four-year event samples have a shared fraction of only
20%–40%, the two analyses are nearly statistically inde-
pendent. For masses below 100 GeV, the upper limits of
Ackermann et al. [13] were near the 95% upper bound of
the expected sensitivity band while the limits in the present
analysis are within 1 standard deviation of the median
expectation value.

FIG. 1 (color). Constraints on the DM annihilation cross section at the 95% CL for the bb̄ (left) and τþτ− (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly
selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity while the
bands represent the 68% and 95% quantiles. For each set of random locations, nominal J factors are randomized in accord with their
measurement uncertainties. The solid blue curve shows the limits derived from a previous analysis of four years of PASS7 REPROCESSED

data and the same sample of 15 dSphs [13]. The dashed gray curve in this and subsequent figures corresponds to the thermal relic cross
section from Steigman et al. [5].

FIG. 2 (color). Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τþτ− (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3σ limit) [57], 112 hours of observations of the
Galactic center with H.E.S.S. [58], and 157.9 hours of observations of Segue 1 with MAGIC [59]. Pure annihilation channel limits for
the Galactic center H.E.S.S. observations are taken from Abazajian and Harding [60] and assume an Einasto Milky Way density profile
with ρ⊙ ¼ 0.389 GeV cm−3. Closed contours and the marker with error bars show the best-fit cross section and mass from several
interpretations of the Galactic center excess [16–19].
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empirical sampled background. We use these to scale the
“Pass 8” hσvi90 values to estimate the cross sections for
which there is a 50% and 10% chance of making a 3σ
detection after ten years with Pass 8 data.
Figure 15 shows the results of this exercise for dark

matter annihilation into b quarks (left panel) and τ leptons
(right panel). The solid, dashed, and dotted curves are the
cross sections for which there is a 90%, 50%, and 10%
chance of making a 3σ detection with ten years of “Pass 8”
data. The lines may be interpreted simply: dark matter with
a cross section above the 90% curve is likely to be
discovered; if the cross section is below the 10% curve
discovery in the dwarfs is unlikely. As in previous figures,
the shaded band represents the systematic uncertainty in the
dark matter density profiles in the dwarfs. That is, all three
sensitivity curves may be shifted (together) up and down
within the shaded region, depending on the actual density
profiles. The band is shown centered on the 50% curve. (It
is a coincidence that the band’s width is so similar to the
distance between the 90% and 10% curves.) The horizontal
lines show the relic abundance cross section (solid for the
Steigman et al. [18] value, dotted for the “canonical”
3 × 10−26 cm3 s−1). For the bb̄ channel we also plot the 1σ
and 2σ contours from [35,102], corresponding to a dark
matter interpretation of Fermi observations of the Galactic
center.
The lower panels of Fig. 15 show the ratio between the

cross section that Fermi will be sensitive to in the future and
the one it is sensitive to today (i.e. in the search performed

in this work). The horizontal dashed lines show what might
be expected from a naive scaling with time, either propor-
tional to t (lower line) or to

ffiffi
t

p
upper line. We see that there

is a mass-dependent improvement in sensitivity. For high
mass dark matter the search is more signal dominated and
the sensitivity scales more favorably with time.
Note that all of these projections are based on the current

sample of 20 dwarf galaxies and our current understanding
of the density profiles in these systems. The discovery of
new, nearby dwarfs can only make the search more
sensitive (see, for example, [52]). A better understanding
of the density profiles in the current sample of dwarfs will
shrink the systematic bands.

X. CONCLUSIONS

We have developed and applied a new statistical frame-
work for analyzing multiple data sets to search for dark
matter annihilation. The method performs maximally
powerful tests (in the frequentist sense) by weighting
individual detected events based on their spatial and
spectral properties. The weighting is influenced by knowl-
edge of the instrument response, the particle physics
properties affecting the expected signal, and an empirical
determination of the background. The framework is general
and likely can be applied to other studies searching for
weak signals in noisy data and extracting particle physics
constraints from multiple sets of data.
Using Fermi LAT gamma-ray observations, we have

applied the method to search for dark matter annihilation in

FIG. 15 (color online). Future sensitivity to dark matter annihilation in dwarf galaxies over a ten year mission lifetime and using an
approximation to the Pass 8 instrument response functions. The solid, dashed, and dotted lines show the cross sections for which there is
a 90%, 50%, and 10% chance of making a 3σ detection. The shaded band represents the uncertainty in the dark matter density profiles in
the dwarfs. The band is centered on the 50% curve and the systematic uncertainty shifts all three curves together. The lower panels show
the cross section sensitivity of future observations divided by the sensitivity of current observations. The dashed lines show the ratio of
current vs Pass 8 observation times (lower line) and the square root of this ratio (upper line).
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To discover dark matter annihilation using dwarfs:

1. Gamma-ray data is inconsistent with background

3. Consistent with dark matter annihilation 
      (compare with other dwarfs, other experiments)

2. Inconsistent with any other possible source 
      (e.g. non-DM astrophysics, incorrect diffuse bg models)
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Case study: Reticulum II
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FIG. 1: Energy spectrum of events detected within 0.5� of
RetII (red points) with 68% Poisson error bars. Two back-
ground estimates are shown: 1) the sum (solid black) of
the Fermi Collaboration’s models for isotropic (dashed) and
galactic di↵use (dot dash) emission at the location of RetII,
and 2) the average intensity (gray triangles) within 3306 ROIs
that lie within 10� of RetII and overlap neither known sources
nor the ROI centered on RetII. The number of events detected
from RetII in each energy bin is shown above the error bar.
The number expected from the Fermi background model is
shown below the solid black curve.

ber of events divided by the width of the energy bin,
the instrument exposure, and the ROI’s solid angle.
Error bars indicate standard 68% Poisson confidence
intervals [e.g. 47] on the mean counts in each bin
(5 bins per decade between 0.2 GeV and 300 GeV).
The figure also shows two estimates of background.
First, the solid black line represents a two-component
background model that is derived by the Fermi col-
laboration (http://fermi.gsfc.nasa.gov/ssc/data/
access/lat/BackgroundModels.html). It is the sum
of the isotropic spectrum iso source v05.txt (dashed
black line) and the di↵use interstellar emission model
gll iem v05 rev1.fit (dot dashed). The latter is aver-
aged over the 1� region surrounding RetII (we confirmed
that the curve does not change for any choice of radius
within 5�). Second, gray triangles indicate an empirical
estimate of background, showing the average intensity
within 3306 ROIs that fall within 10� of RetII and do
not overlap with any source masks, the central ROI, or
the boundary of the 10� region (see Fig. 3, right panel).
The two estimates of background show good agreement.
Between 2 GeV and 10 GeV, the spectrum from RetII
clearly rises above the expected background.

To derive a detection significance we employ the follow-
ing method (see [41] for details). Each event in the ROI is
assigned a weight w(E, ✓) based on its energy E and an-
gular separation ✓ from the ROI center. The test statistic
T =

P
w(Ei, ✓i) is the sum of the weights of all events in

the ROI, with larger values of T providing evidence of a
signal. In this approach, the most powerful weight func-
tion for testing the background-only hypothesis is given
by w(E, ✓) = log[1+s(E, ✓)/b(E, ✓)], where s(E, ✓) is the
expected number (in a small dE, d✓ range) of events due
to dark matter annihilation for the alternative hypothe-
sis (signal) and b(E, ✓) is the expected number from all
other sources (background).

The expected signal depends on the dark matter parti-
cle properties (mass M , annihilation cross section h�vi),
the dark matter content of the dwarf galaxy (parame-
terized here by the single quantity J [e.g. 48]), and the
detector response (exposure ✏ and PSF):

s(E, ✓)

dEd✓
=

h�viJ
8⇡M2

dNf (E)

dE
⇥✏(E)PSF(✓|E)2⇡ sin(✓). (1)

For annihilation into a final state f , dNf/dE is the num-
ber of �-rays produced (per interval dE) per annihilation.
We adopt the annihilation spectra of Cirelli et al. [49],
which include electroweak corrections [50]. Note that the
unknown J value is exactly degenerate with h�vi.

We quantify the signal’s significance by calculating its
p-value: the probability that background could generate
events with a total weight greater than that observed for
the ROI centered on RetII. We also quote “� values”,
CDF�1(1 � p), using the standard normal CDF.

First we compute significance by modeling the back-
ground in the central ROI as an isotropic Poisson pro-
cess. This procedure is justified by RetII’s location in a
quiet region that is far from known sources and strong
gradients (see Fig. 3, right panel). Specifically, we as-
sume that 1) the number of background events within
0.5� of RetII is a Poisson variable, 2) background events
are distributed isotropically, and 3) their energies are in-
dependent draws from a given spectrum. Under these
assumptions the test statistic is a compound Poisson vari-
ate whose PDF we can calculate for any weight function
and any adopted background spectrum [41]. There is
no assumption that the PDF follows an asymptotic form
such as �2.

We consider four possible energy spectra for the back-
ground b(E, ✓). The first two are sums of the Fermi col-
laboration’s isotropic and galactic-di↵use models, where
the latter is averaged within either 1� or 2� of RetII. We
refer to these spectra as ‘Di↵use 1’ (this is the same back-
ground model shown in Fig. 1) and ‘Di↵use 2’. The third
is an empirically-derived spectrum (‘Empirical 1’) using
events between 1� and 5� from RetII (excluding masked
sources). Below 10 GeV, this spectrum is a kernel den-
sity estimate, with each event replaced by a Gaussian
with width 20% of its energy. Above 10 GeV we fit a
power law with exponential cuto↵. Finally, we bin the
same events (30 bins between 0.2 GeV and 1 TeV) in or-
der to construct a fourth possible background spectrum
(‘Empirical 2’), where the intensity between bin centers
is found by linear interpolation in log(intensity). Fig-

6.5 yr Pass 7 Fermi LAT data

compatible results. Second, we calculate the bootstrap mean
and dispersion of the J-factor (Efron 1982). For this purpose,
we generate 500 bootstrap resamples10 by drawing with
replacement 16 stars among the 16 of the original sample with
>P 0.95i . The results are in excellent agreement with the

MCMC analysis. Finally, we use all 38 stars of the sample but
weight the likelihood function of Equation (4) by the
membership probabilities Pi (Bonnivard et al. 2015a). As only
one star shows an intermediate membership probability

< <P0.05 0.95i , we obtain very similar results. These two
tests confirm that the reconstruction of the astrophysical factors
of Ret II is not significantly affected by outliers. This is not
always the case, notably for Segue I (V. Bonnivard et al. 2015,
in preparation).

We note that Simon et al. (2015) independently performed
an analysis of the M2FS Ret II spectroscopic data and found a
slightly smaller J-factor. This can be traced to their choice of
priors and light profile (L. Strigari 2015, private communica-
tion). A detailed comparison will be presented in A. Geringer-
Sameth et al. (2015, in preparation).

4. COMPARISON TO OTHER dSphs

The same Jeans analysis has been applied to 21 other dSphs
in Bonnivard et al. (2015a). In Figure 4, we compare the
J-factors (for a = n0.5int ) of Ret II to the brightest objects
identified in Bonnivard et al. (2015a).11 Ret II is comparable to
Wilman I in terms of its median J-factor, but slightly below
Coma Berenices and Ursa Major II. Its CIs are typical of an
“ultrafaint” dSph, and significantly larger than the uncertainties
of “classical” dSphs.

Interpreting the possible γ-ray signal in Ret II in terms of
DM annihilation (Geringer-Sameth et al. 2015b; Hooper &
Linden 2015), one would expect similar emissions from the
dSphs with comparable J-factors, such as UMa II, Coma, and
Wil I. However, no excess was reported from these latter

objects (Geringer-Sameth et al. 2014; Fermi-LAT Collabora-
tion 2015). This could be explained by the large statistical and
systematic12 uncertainties in the J-factors. Moreover, the Jeans
analysis assumes all of these objects to be in dynamical
equilibrium, but tidal interactions with the Milky Way could
artificially inflate the velocity dispersion and therefore the
astrophysical factors. UMa II, and to a lesser extent Coma,
appear to be experiencing tidal disturbance (Simon & Geha
2007; Fellhauer et al. 2007; Munoz et al. 2010; Smith
et al. 2013), while Wil I may show non-equilibrium kinematics
(Willman et al. 2011). Caution is therefore always advised
when interpreting the astrophysical factors of these objects. The
dynamical status of Ret II is not yet clear. Its flattened
morphology may signal ongoing tidal disruption. However, the
available kinematic data do not exhibit a significant velocity
gradient that might be associated with tidal streaming motions
(Walker et al. 2015).

5. CONCLUSION

We have applied a spherical Jeans analysis to the newly
discovered dSph Ret II, using 16 likely members from the
kinematic data set of Walker et al. (2015). We employed the
optimized setup of Bonnivard et al. (2015a, 2015b), which was
found to mitigate several biases of the analysis, and checked
that our results are robust against several of its ingredients. We
find that Ret II presents one of the largest annihilation J-factors
among the Milky Way’s dSphs, possibly making it one of the
best targets to constrain DM particle properties. However, it is
important to obtain follow-up photometric and spectroscopic
data in order to test the assumptions of dynamical equilibrium
as well as to constrain the fraction of binary stars in the
kinematic sample. Nevertheless, the proximity of Ret II and its
apparently large DM content place it among the most attractive
targets for DM particle searches.
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exceeding the local 95% containment contours from an analysis
of blank-sky regions: IndusII, ReticulumII, TucanaIII, and
TucanaIV. We note that other independent analyses have
found significant (plocal s> 3 ) emission from Reticulum II
(Geringer-Sameth et al. 2015c; Hooper & Linden 2015). The
plocal of ReticulumII in this analysis is smaller mostly due to
the use of the Pass 8 dataset as opposed to the Pass 7
Reprocessed dataset.

All four targets in Table 2 have <TS 7.5 when fit over the
broad-band energy range with any DM spectral model ( <TS 4
when fit with a single G = 2 power-law spectral model). The
best-fit masses, channels, and significances of these excesses
are shown in Table 2. We quote three p-values: (1) the local p-
value at the best-fit DM mass and channel, plocal, (2) the p-
value per target, ptarget, which takes into account the trials
factor from scanning multiple DM masses and channels, and
(3) the sample p-value, psample, which includes an additional
trials factor from analyzing 45 target locations. plocal and ptarget
are empirically determined with respect to 300 sets of 45 blank-
sky locations (Ackermann et al. 2014). For a particular target,
the null distribution for plocal is the distribution of TS evaluated
at the best-fit DM mass and channel, whereas the null
distribution for ptarget is the distribution of the maximum TS
over all considered DM masses and channels at each blank-sky
location. We use the TS distribution from fits in blank-sky
locations to account for the effect of unmodeled components of
the γ-ray sky such as unresolved point sources (see Figure6 of
the supplemental material for Ackermann et al. 2015b).

In the background-only case without a DM annihilation
signal, analyzing 45 targets will yield four or more targets with
detection significances exceeding the ptarget values in Table 2
45% of the time. However, this naive calculation treats each
target equally, whereas the predicted γ-ray flux from DM
annihilation is proportional to the J-factor. In Section 5, we
describe a combined analysis that weights the targets by their
J-factors and links the spectral model (DM mass and
annihilation channel) across targets, and thereby enhances the
sensitivity to a collective DM signal from the population of
Milky Way satellites.
No 3FGL sources are located within n1 of any of the four

systems mentioned above. We also investigated associations
with sources observed at other wavelengths that are potential γ-
ray emitters in the BZCAT (Massaro et al. 2009), CRATES
(Healey et al. 2007), CGraBS (Healey et al. 2008), PMN
(Wright et al. 1994), and WISE blazar candidate (D’Abrusco
et al. 2014) catalogs. We find two sources from the PMN
catalog, PMN J0335−5406 and PMN J0335−5352, within ¢15
of ReticulumII. The first of these, PMN J0335−5406, has a
relatively large flux at low frequency (225 mJy at 843MHz)
and a fairly hard radio spectral index (G ~ 0.7), making it a
possible γ-ray emitter (Ackermann et al. 2015a). In addition,
the infrared colors of PMN J0335−5406 measured with WISE
are consistent with other known γ-ray emitting blazars
(Massaro et al. 2011). However, we note that this source is
relatively faint in the optical/near-infrared, having 2z 23 mag
in the DES imaging. The second source, PMN J0335−5352,
has a smaller radio flux and seems unlikely to be associated

Figure 4. Local detection significance, expressed as a log-likelihood test statistic (TS), from the broadband analysis of each target in Table 1 assuming DM
annihilation through the ¯bb (left) or t t+ - (right) channels. The bands represent the local one-sided 84% (green) and 97.5% (yellow) containment regions derived from
300 random sets of 45 blank-sky locations. Curves corresponding to targets with peak significance larger than the local 95% expectation from blank-sky regions are
explicitly colored and labeled, while other targets are shown in gray.

Table 2
Targets with the Largest Excesses above Background

(1) (2) (3) (4) (5) (6) (7)
Name Channel Mass (GeV) TS plocal ptarget psample

IndusII t t+ - 15.8 7.4 0.01 (2.3σ) 0.04 (1.7σ) 0.84 (−1.0σ)
ReticulumII t t+ - 15.8 7.0 0.01 (2.3σ) 0.05 (1.7σ) 0.88 (−1.2σ)
TucanaIII t t+ - 10.0 6.1 0.02 (2.1σ) 0.06 (1.5σ) 0.94 (−1.6σ)
TucanaIV t t+ - 25.0 5.1 0.02 (2.1σ) 0.09 (1.3σ) 0.98 (−2.1σ)

Note. (1) Target name, (2) best-fit DM annihilation channel, (3) best-fit DM particle mass, (4) highest TS value, (5) local p-value calibrated from random blank
regions, (6) target p-value applying a trials factor from testing multiple DM annihilation spectra, (7) sample p-value applying an additional trials factor from analyzing
45 targets. The Gaussian significance associated with each p-value is given in parentheses. More details can be found in Section 3.
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to the DM mass of m� ⇠ 90 GeV. The TS values in the brack-
ets are obtained by using a point source to model Reticulum
II.

Some previous works have also analyzed the gamma-ray
emission from Reticulum II [32–34, 36]. Shortly after the
DES Collaboration released their first group of dSph can-
didates, evidence of �-ray emission from Reticulum II was
reported based on the analysis of Fermi-LAT P7REP data
[32, 33]. However, the subsequent studies on this source with
updated Pass 8 data of Fermi-LAT resulted in lower signifi-
cances [34, 36], and hence these authors did not claim excess
from Reticulum II. A summary of previous analysis results
are presented in Table II. Focusing on the Pass 8 analyses, we
find that our results here give the highest TS values. Since the
analysis approach adopted in this work is considerably simi-
lar to the previous ones, the increase of the TS value is most
possibly owing to the longer data used. Such a behavior of
the excess suggests it resembles a real signal, no matter an
astrophysical or dark matter origin.

The �-ray excess from Reticulum II seems encouraging.
Here we further test whether the TS value of the excess in-
creases with the data accumulation. We apply the same anal-
ysis procedure to derive the TS values of the potential excess
for the Fermi-LAT data of 3, 6 and 9 years. In Fig. 3, we
present the peak TS values of Retucilum II for three time in-
tervals considered. As is shown, the peak TS value is indeed
increasing with time for both annihilation channels. Such a
trend is expected in the models of dark matter annihilation or
alternatively a steady astrophysical source. Although the re-
sults here seem interesting, we should realize that the signal
now is too weak to rule out the possibility of a statistical fluc-
tuation origin. More observations to this target are needed to
draw a robust conclusion.

TABLE II: Summary of analysis results of Reticulum II.

Resultsa Data Size Data Set �bb̄ Mass �⌧+⌧� Mass
[years] [GeV] [GeV]

[32] 6.5 P7REP 4.1 ⇠ 75 4.3 ⇠ 14
[33] 6.5 P7REP 4.2 49 � �
[34] 6 Pass 8 � � 2.6 25
[36] 6 Pass 8 2.4 100 2.6 15.8
This work 9 Pass 8 3.3 90 3.7 16

a The results are reported by Geringer-Sameth et al. [32], Hooper
& Linden [33], Fermi+DES Col. [34] and Fermi Col. [36].
b The 4th and 6th columns are the local detection significances
for the tentative excess in the direction of Reticulum II.

B. Combined analysis

Under the assumption that the properties of dark matter par-
ticles (i.e., mass and annihilation channel) are identical for
all dSphs, the sensitivity of detecting weak DM signal can be
improved by a combined analysis. Such an analysis is also
motivated by the similar (though very weak) signal in some

FIG. 3: The TSpeak of the �-ray emission in the direction of Reticu-
lum II for bb̄ and ⌧+⌧� annihilation channels in three di↵erent time
intervals. The open points represent the results of using a point
source to model the dSph.

dSphs. Here, we make the combined analysis for all the sam-
ple in Table I and adopt the same approach as that in Ref.
[19, 22, 35, 36]. We create the combined likelihood function
with the form of

L̃(↵, {✓}) =
Y

i

Li(↵,✓i)LJ,i, (3)

where Li is the likelihood given by Eq. (1) for the i-th source
and LJ is an additional term that is included in to take into
account the uncertainty on the J-factor of each dSph, which is
expressed as

LJ,i(Ji|Jobs,i,�i) =
1

ln(10)Jobs,i
p

2⇡�i
exp�[log10(Ji)�log10(Jobs,i)]2/2�2

i .

(4)
The Jobs,i and �i are the measured J-factor and corresponding
uncertainty for each dSph, while Ji is the true value of the J-
factor which is taken as nuisance parameters in the likelihood
analysis.

The dSphs are dominated by dark matter, so their identifi-
cation in optical is di�cult. In addition, it is also challenging
to identify a su�cient number of member stars in the dSphs
and then determine the distribution of DM by stellar kinemat-
ics. The reliable J-factors for many dSph candidates are thus
still unavailable. However, it is reported there exists an empir-
ical relation between the heliocentric distances d and J-factors
of dwarf galaxies, which reads J(d) ⇡ 1018.1±0.1(d/100 kpc)�2

[34]. In the combined analysis, we use the kinematically de-
termined J-factors if available. Otherwise, the values esti-
mated by the empirical relation are adopted. For the uncer-
tainties on the estimated J-factors, we take a logarithmic sym-
metric value of ±0.4 dex according to [34]. The estimated
J-factors of the 12 dSphs and the spectroscopic J-factors from
[47, 48] are presented in Table I.

In Figure 4, we show the TS values derived from a com-
bined analysis as a function of the DM particle masses. The
largest excess found in the analysis is TS ⇡ 18.4 at m� ⇡
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significant in Pass 8



To discover dark matter annihilation using dwarfs:

1. Gamma-ray data is inconsistent with background

3. Consistent with dark matter annihilation 
      (compare with other dwarfs, other experiments)

2. Inconsistent with any other possible source 
      (e.g. non-DM astrophysics, incorrect diffuse bg models)



Two ways to model background give two 
different significances

p = 0.0001 p = 0.01

Diffuse background model

• Poisson with given spectrum: 

• “physical” model — cosmic ray 
interactions in Milky Way, 
extragalactic integrated isotropic 
emission, charged particle 
misidentification 

• No additional non-DM sources along 
line of sight towards dwarf
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Two ways to model background give two 
different significances

p = 0.0001 p = 0.01
Diffuse background model Empirical background from sampling

H0: No additional source H0: No dark matter annihilation

Can combine p’s to estimate that at least 99% of such 
“hot spots” contain point sources above diffuse level
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To discover dark matter annihilation using dwarfs:

1. Gamma-ray data is inconsistent with background

3. Consistent with dark matter annihilation 
      (compare with other dwarfs, other experiments)

2. Inconsistent with any other possible source 
      (e.g. non-DM astrophysics, incorrect diffuse bg models)



Assume a new source in direction of dwarf and characterize it

Test designed to distinguish dark matter 
annihilation from astrophysical sources
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where dFb(E)/dEd⌦ is the adopted background flux
model of Sec. II A and ✏(E) is the Fermi-LAT exposure
(e↵ective area ⇥ time) in the direction of RetII.

The di↵erential signal s(E, � | ✓) for a point source
depends on energy and angular separation from RetII
and on the model parameters ✓:

s(E, � | ✓) =
dF (E | ✓)

dE
✏(E)PSF(� | E), (3)

where dF (E | ✓)/dE is the source photon flux per energy
and the � dependence is governed entirely by the instru-
ment’s PSF9. We discuss the choice to model RetII as a
point source rather than an extended one in Sec. IVB.

Our statistical tests will be based on an unbinned like-
lihood. As the size of the bins in E and � shrink to zero
Eq. 1 becomes

P(X� | ✓) / exp

✓
�
Z

(s + b)dEd⌦

◆Y

i

(si + bi), (4)

where the integral is over the entire ROI (i.e. all energies
and angular separations). The product in Eq. 4 is over
the individual observed events, i.e. si = s(Ei, �i | ✓).

In the limit of small bins the constant of proportion-
ality in Eq. 4 goes to zero. It is convenient to normalize
the probability by a term which does not depend on the
model parameters ✓. A likelihood ratio where the de-
nominator is the probability under the background-only
model is a convenient choice. Dividing Eq. 1 by itself but
with all Sj = 0 yields a finite limit as the bins become
infinitesimal (cf. Eq. 22 of [11]):

P(X� | ✓)

P(X� | s = 0)
= exp

✓
�
Z

s dEd⌦

◆Y

i

✓
1 +

si
bi

◆
. (5)

IV. SOURCE MODELS

We consider two classes of models to describe the
gamma ray source toward RetII: phenomenological de-
scriptions of astrophysical sources and dark matter anni-
hilation within RetII.

A. Astrophysical source models

We model astrophysical sources as point sources with
either power law or curved “log parabola” spectra. These
two functional forms are used to describe the vast ma-
jority of gamma-ray sources in the Fermi Third Source
Catalog (3FGL) [65]. In the 3FGL each source (unless
it is a pulsar) is fit with both a power law and a log

9
In this work we do not model the finite energy resolution of the

LAT (�E/E . 0.1 for E & 0.5 GeV) as the spectra we consider

are much broader than this.

parabola spectrum. If the log parabola spectrum is found
to be a significantly better fit (di↵erence in test statistic
greater than 16) it is adopted as the “spectral type” in
the catalog. Of the 3034 sources in the catalog, 2523 are
described by a power law spectrum and 395 are assigned
log parabola spectra. The remaining 116 sources are pul-
sars (and the extremely bright blazar 3C 454.3) and are
fit with power laws with exponential or superexponential
cuto↵s. We consider a pulsar interpretation of the RetII
signal in Sec. VI B. We note that other spectral shapes
(e.g. broken power law) may provide better fits to some
sources. However, for the purpose of comparing RetII’s
spectrum to those of known gamma ray sources we adopt
the same spectral models used in the 3FGL.

The power law spectrum has two model parameters, a
normalization F0 and a slope ↵,

dF (E | ✓)

dE
= F0

✓
E

E0

◆�↵

, (6)

where E0 is an arbitrary reference energy that we fix to
1 GeV.

The log parabola spectrum has an additional curvature
parameter �:

dF (E | ✓)

dE
= F0

✓
E

E0

◆�↵�� log(E/E0)

, (7)

where log is the natural logarithm. In the 3FGL the ref-
erence energy, called the pivot energy Ep, varies from
source to source. Changing the reference energy changes
the parameter ↵ [72]: ↵(Ep) = ↵(E0) + 2� log(Ep/E0).
We convert the ↵(Ep)’s given in the 3FGL to
↵(E0 = 1GeV) for this work.

B. Dark matter annihilation

For dark matter annihilation the model parameters are
✓ = (M, h�vi, ch, J), with the first three representing the
dark matter particle mass, its velocity-averaged annihi-
lation cross section, and the annihilation channel (i.e.
Standard Model final state). We treat RetII as a point
source of gamma-rays (see below). Therefore, as far as
gamma-ray emission is concerned, its dark matter halo
is parameterized by a single quantity J , the integral over
the halo volume of the dark matter density squared di-
vided by the line-of-sight distance squared. The dark
matter annihilation flux to be used in Eq. 3 is given by
(e.g. [11])

dF (E | ✓)

dE
=

h�viJ
8⇡M2

dN�(E)

dE
, (8)

where dN�/dE is the number of gamma-rays emitted per
annihilation (per energy) for the given final state channel
and mass M . For dN�/dE we adopt the spectra com-
puted by Cirelli et al. [73], which include electroweak
corrections [74]. For point-source emission J is exactly

Spectrum curved at p = 0.025 level
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TABLE I. Goodness of fit for the best fitting models to the gamma-ray signal from RetII. The first two rows are for log parabola
(Eq. 7) and power law spectra (Eq. 6). The third row gives the goodness of fit for the background-only model (i.e. F0 = 0).
The last 11 rows correspond to gamma-ray spectra of dark matter annihilating into various Standard Model final states (Eq. 8).
The first three columns give the best fitting model parameters, while the fourth column is the likelihood ratio of the model
compared to the best fitting model (see Eq. 9). The last column is the goodness of fit p value of the model: the probability of
obtaining a larger �(X�) than observed for RetII if the model were true. Each pair of columns shows results for Pass 7 on the
left and Pass 8 on the right.

↵ � F0 �(X�) Goodness of fit
[10�11cm�2s�1GeV�1] p value

Pass 7 Pass 8 Pass 7 Pass 8 Pass 7 Pass 8 Pass 7 Pass 8 Pass 7 Pass 8

�0.70 �1.00⇤a 1.00⇤ 0.95 3.0 0.80 2.5 1.3 0.73 0.90
2.09 1.99 10.6 2.8 9.9 4.9 0.025 0.16

Background-only model 19.9 7.0 8.8 ⇥ 10�5 0.027

Channel M h�vi�26J19.6
b

[GeV]
e+e� 6.2 8.1 2.9 1.7 0.0 0.0 1.0 1.0
µ+µ� 6.2 8.1 6.5 3.5 0.8 0.46 0.93 0.97
⌧+⌧� 13.9 19.5 1.1 0.63 2.7 1.5 0.70 0.89

bb̄ 77.6 120.5 3.8 2.2 5.1 3.0 0.29 0.51
qq̄ 34.8 55.1 1.7 0.96 5.4 3.2 0.24 0.44
cc̄ 31.5 47.9 1.5 0.81 5.4 3.2 0.24 0.44
gg 32.8 48.9 1.5 0.83 5.4 3.2 0.24 0.44
tt̄ 180.0⇤ 195.0 11.1 4.4 5.5 3.0 0.23 0.48
hh 135.3 214.3 7.8 4.6 5.6 3.2 0.23 0.45

W+W � 90.0⇤ 99.5 6.3 2.5 5.7 3.2 0.21 0.43
ZZ 100.0⇤ 124.6 7.0 3.2 5.7 3.3 0.21 0.42

a
An asterisk indicates that the parameter value is at the boundary of its allowed range.

b h�vi�26J19.6 = (h�vi/10
�26

cm
3
s
�1

)(J/10
19.6

GeV
2
cm

�5
) and 10

19.6
GeV

2
cm

�5
is the median posterior estimate of RetII’s J-profile

integrated within 0.5�
[75].

we cautiously make use of the �2 approximation to the
likelihood ratio [e.g. 77]. In this case �(X�) should be
distributed as �2 with 2 degrees of freedom and regions
of ↵, � space where �(X�) > 2.3 (6.2) are ruled out at
68.3% (95.4%) significance.

The contours in Fig. 3 show the resulting confidence
intervals. The large black cross shows the best fitting pa-
rameters for the Pass 7 RetII data, occurring at the edge
of the allowable parameter space at (↵, �) = (�0.7, 1).
Solid lines show the 68% and 95% confidence regions for
Pass 7 (the large black dashed circle and dashed black
contour show the best fit and 68% region for Pass 8; the
95% contour includes the entire figure since �(X�) < 6.2
for the log parabola model in Pass 8).

To check the coverage of the confidence intervals we
simulated 104 fake data sets for each of 20 points along
the 68% and 95% contours (using the best fit F0 at that
(↵, �) value). For each fake data set we find the sampling
distribution of �(X�) and directly find the p value for
the RetII observation (the fraction of fake data sets with
�(X�) larger than the RetII value). This exact p value
is compared with the approximate p value obtained us-
ing a �2 distribution with 2 degrees of freedom. In these
experiments we find the actual p to fall between 0.4 and
0.8 times the approximate p value, indicating that the
contours are conservative (i.e. the probability they en-
close the true value of ↵ and � is greater than 68% and

95%). In terms of “sigma values” (where 1� = 68.3%
and 2� = 95.4%), the contours correspond to sigma val-
ues about 0.1� to 0.3� higher than stated. This is per-
haps expected since the �2 approximation should break
down when the true parameters are at the boundary of
the parameter space (or beyond).

Figure 3 also shows the spectral parameters of 298
sources which are assigned a log parabola spectrum in the
3FGL catalog. Di↵erent markers denote di↵erent source
classes, as described in Table 6 of [65]. Extragalactic and
unassociated sources are listed in the legend on the left
and galactic sources on right.

Of the 395 curved 3FGL sources 114 have one or more
analysis flags set, indicating that some aspect of their
analysis is problematic (e.g. detection significance or
measured flux unstable to changes in the di↵use model,
located near a brighter source, poor quality of spectral
fit; see [65] for details). The majority of these are unas-
sociated sources, have � > 0.25, and are located very
close to the Galactic plane where the source density is
high and the di↵use model more uncertain. We remove
the 97 sources with |b| < 5� that have an analysis flag
set (other than the flag indicating � = 1). The remain-
ing 17 flagged sources are shown with faded markers in
Fig. 3. This selection removes sources with likely biased
parameters that are anyway unlikely to be counterparts
of a source at RetII’s location (b ⇡ �50�).

AGS+ 1807.08740
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FIG. 2. Same as Fig. 1 but showing the fits at varying
angular separation from RetII. Di↵erent rows correspond to
spectra constructed from di↵erent annuli. The best fit power
law and log parabola source models are compared.

Error bars on the individual 3FGL sources are omitted
for clarity but we note that the sizes of the errors on ↵
and � are each highly correlated with the value of �. For
the sources in each of four � bins (� 2 [0, 0.25], [0.25, 0.5],
[0.5, 0.75], [0.75, 1]) we show the median uncertainty on ↵
and � as a series of error bars running up the right-hand
side of the figure.

The RetII contours are quite large compared to the
3FGL error bars because RetII is detected at much lower
significance than these sources. There are a number of
unassociated 3FGL sources (empty black circles) within
the RetII 2� Pass 7 contour, and even several BL Lacs
(empty blue diamonds) and active galaxies of uncertain
type (filled green circles). The vast majority of sources
that can be associated with galactic or extragalactic
counterparts, however, have significantly di↵erent spec-
tral shape than RetII. In particular, the two blazar classes
(BL Lacs and flat spectrum radio quasars) that make up
the bulk of associated curved sources populate a rela-
tively well-defined region in ↵, � space with � . 0.3. Of
the 2918 non-pulsar 3FGL sources, 298 (with |b| > 5�

and no analysis flag) have significant curvature and of
these only 5 (40) lie within the 68% (95%) Pass 7 RetII
contours. Even with the limited photon counts, the data
suggest that RetII may have spectral parameters sub-
stantially di↵erent from almost all other known gamma-

ray sources.
From Eq. 7 we see that the maximum of E2dF/dE

(the spectral energy distribution) occurs at an energy
Epeak where log(Epeak/E0) = (1�↵/2)/�. In Fig. 3 con-
tours of constant Epeak (gray dashed lines) are straight
lines radiating from (↵, �) = (2, 0), with positive slope if
Epeak < E0 and negative slope if Epeak > E0. The degen-
eracy direction in the ↵, � contours suggests that Epeak

is what is actually being measured in the data, rather
than ↵ and � individually. This is verified in Fig. 4,
where we reparameterize the log parabola spectra using
Epeak instead of ↵ and find the best fit within the range
10 MeV < Epeak < 1 TeV and 0 < � < 1 . Repre-
sentative error bars for 3FGL sources are obtained with
the same binning procedure used in Fig. 3 (we use sim-
ple error propagation to find the errors on log(Epeak/E0)
and note that for some sources with the lowest measured
�’s the errors on Epeak can reach 100%, reflecting the
fact that Epeak is ill-defined as � ! 0). While the data
imply a lower limit on RetII’s curvature parameter, they
provide a well-constrained measurement of the peak of its
spectral energy distribution as expected from, e.g., Fig. 1.
It appears that FSRQs radiate most of their gamma-ray
energy in photons of systematically lower energy than
RetII does.

It is clear from Fig. 4 that curvatures larger than � = 1
will improve the fit. If we relax the constraint from the
3FGL that �  1, the best fitting � increases from 1 to
3.0 in Pass 7 (3.8 in Pass 8), and �(X�) becomes sim-
ilar to the best fitting models of Table I. Since Epeak

and � are uncorrelated we measure them each individu-
ally, maximizing the likelihood over the other parameter
and F0, and assuming that the likelihood ratio is gov-
erned by a �2 distribution with 1 degree of freedom. We
measure 3.1 < Epeak/GeV < 4.5 and 1.4 < � < 5.9 at
68.3% confidence for the Pass 7 data. For Pass 8 we
find 4.0 < Epeak/GeV < 6.4 and � > 1.6. As with Pass
7, the likelihood ratio rises rapidly as � decreases from
its best fit value, but �(X�) is still less than 1 when
� = 10, yielding a one-sided confidence interval on �. As
expected, Epeak is constrained rather precisely while the
data essentially provide a lower bound on �.

B. Pulsars

Among the source classes in the 3FGL, pulsars are no-
table for their significantly curved spectra. About 75%
of the pulsars in the 3FGL have a curvature significance
greater than 4� (as compared with FSRQs (17%), BL
Lacs (3%), blazars of uncertain type (3%), supernova
remnants (57%), globular clusters (40%), and unassoci-
ated sources (17%)). If RetII hosts one or more gamma-
ray emitting pulsars that may explain its curved spec-
trum.

We make an estimate of the pulsar contribution to
RetII’s gamma-ray flux by considering the 15 globular
clusters in the 3FGL. The gamma-ray emission from glob-
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FIG. 2. Same as Fig. 1 but showing the fits at varying
angular separation from RetII. Di↵erent rows correspond to
spectra constructed from di↵erent annuli. The best fit power
law and log parabola source models are compared.

Error bars on the individual 3FGL sources are omitted
for clarity but we note that the sizes of the errors on ↵
and � are each highly correlated with the value of �. For
the sources in each of four � bins (� 2 [0, 0.25], [0.25, 0.5],
[0.5, 0.75], [0.75, 1]) we show the median uncertainty on ↵
and � as a series of error bars running up the right-hand
side of the figure.

The RetII contours are quite large compared to the
3FGL error bars because RetII is detected at much lower
significance than these sources. There are a number of
unassociated 3FGL sources (empty black circles) within
the RetII 2� Pass 7 contour, and even several BL Lacs
(empty blue diamonds) and active galaxies of uncertain
type (filled green circles). The vast majority of sources
that can be associated with galactic or extragalactic
counterparts, however, have significantly di↵erent spec-
tral shape than RetII. In particular, the two blazar classes
(BL Lacs and flat spectrum radio quasars) that make up
the bulk of associated curved sources populate a rela-
tively well-defined region in ↵, � space with � . 0.3. Of
the 2918 non-pulsar 3FGL sources, 298 (with |b| > 5�

and no analysis flag) have significant curvature and of
these only 5 (40) lie within the 68% (95%) Pass 7 RetII
contours. Even with the limited photon counts, the data
suggest that RetII may have spectral parameters sub-
stantially di↵erent from almost all other known gamma-

ray sources.
From Eq. 7 we see that the maximum of E2dF/dE

(the spectral energy distribution) occurs at an energy
Epeak where log(Epeak/E0) = (1�↵/2)/�. In Fig. 3 con-
tours of constant Epeak (gray dashed lines) are straight
lines radiating from (↵, �) = (2, 0), with positive slope if
Epeak < E0 and negative slope if Epeak > E0. The degen-
eracy direction in the ↵, � contours suggests that Epeak

is what is actually being measured in the data, rather
than ↵ and � individually. This is verified in Fig. 4,
where we reparameterize the log parabola spectra using
Epeak instead of ↵ and find the best fit within the range
10 MeV < Epeak < 1 TeV and 0 < � < 1 . Repre-
sentative error bars for 3FGL sources are obtained with
the same binning procedure used in Fig. 3 (we use sim-
ple error propagation to find the errors on log(Epeak/E0)
and note that for some sources with the lowest measured
�’s the errors on Epeak can reach 100%, reflecting the
fact that Epeak is ill-defined as � ! 0). While the data
imply a lower limit on RetII’s curvature parameter, they
provide a well-constrained measurement of the peak of its
spectral energy distribution as expected from, e.g., Fig. 1.
It appears that FSRQs radiate most of their gamma-ray
energy in photons of systematically lower energy than
RetII does.

It is clear from Fig. 4 that curvatures larger than � = 1
will improve the fit. If we relax the constraint from the
3FGL that �  1, the best fitting � increases from 1 to
3.0 in Pass 7 (3.8 in Pass 8), and �(X�) becomes sim-
ilar to the best fitting models of Table I. Since Epeak

and � are uncorrelated we measure them each individu-
ally, maximizing the likelihood over the other parameter
and F0, and assuming that the likelihood ratio is gov-
erned by a �2 distribution with 1 degree of freedom. We
measure 3.1 < Epeak/GeV < 4.5 and 1.4 < � < 5.9 at
68.3% confidence for the Pass 7 data. For Pass 8 we
find 4.0 < Epeak/GeV < 6.4 and � > 1.6. As with Pass
7, the likelihood ratio rises rapidly as � decreases from
its best fit value, but �(X�) is still less than 1 when
� = 10, yielding a one-sided confidence interval on �. As
expected, Epeak is constrained rather precisely while the
data essentially provide a lower bound on �.

B. Pulsars

Among the source classes in the 3FGL, pulsars are no-
table for their significantly curved spectra. About 75%
of the pulsars in the 3FGL have a curvature significance
greater than 4� (as compared with FSRQs (17%), BL
Lacs (3%), blazars of uncertain type (3%), supernova
remnants (57%), globular clusters (40%), and unassoci-
ated sources (17%)). If RetII hosts one or more gamma-
ray emitting pulsars that may explain its curved spec-
trum.

We make an estimate of the pulsar contribution to
RetII’s gamma-ray flux by considering the 15 globular
clusters in the 3FGL. The gamma-ray emission from glob-

E
2 dF
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E

2*loglike
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where dFb(E)/dEd⌦ is the adopted background flux
model of Sec. II A and ✏(E) is the Fermi-LAT exposure
(e↵ective area ⇥ time) in the direction of RetII.

The di↵erential signal s(E, � | ✓) for a point source
depends on energy and angular separation from RetII
and on the model parameters ✓:

s(E, � | ✓) =
dF (E | ✓)

dE
✏(E)PSF(� | E), (3)

where dF (E | ✓)/dE is the source photon flux per energy
and the � dependence is governed entirely by the instru-
ment’s PSF9. We discuss the choice to model RetII as a
point source rather than an extended one in Sec. IVB.

Our statistical tests will be based on an unbinned like-
lihood. As the size of the bins in E and � shrink to zero
Eq. 1 becomes

P(X� | ✓) / exp

✓
�
Z

(s + b)dEd⌦

◆Y

i

(si + bi), (4)

where the integral is over the entire ROI (i.e. all energies
and angular separations). The product in Eq. 4 is over
the individual observed events, i.e. si = s(Ei, �i | ✓).

In the limit of small bins the constant of proportion-
ality in Eq. 4 goes to zero. It is convenient to normalize
the probability by a term which does not depend on the
model parameters ✓. A likelihood ratio where the de-
nominator is the probability under the background-only
model is a convenient choice. Dividing Eq. 1 by itself but
with all Sj = 0 yields a finite limit as the bins become
infinitesimal (cf. Eq. 22 of [11]):

P(X� | ✓)

P(X� | s = 0)
= exp

✓
�
Z

s dEd⌦

◆Y

i

✓
1 +

si
bi

◆
. (5)

IV. SOURCE MODELS

We consider two classes of models to describe the
gamma ray source toward RetII: phenomenological de-
scriptions of astrophysical sources and dark matter anni-
hilation within RetII.

A. Astrophysical source models

We model astrophysical sources as point sources with
either power law or curved “log parabola” spectra. These
two functional forms are used to describe the vast ma-
jority of gamma-ray sources in the Fermi Third Source
Catalog (3FGL) [65]. In the 3FGL each source (unless
it is a pulsar) is fit with both a power law and a log

9
In this work we do not model the finite energy resolution of the

LAT (�E/E . 0.1 for E & 0.5 GeV) as the spectra we consider

are much broader than this.

parabola spectrum. If the log parabola spectrum is found
to be a significantly better fit (di↵erence in test statistic
greater than 16) it is adopted as the “spectral type” in
the catalog. Of the 3034 sources in the catalog, 2523 are
described by a power law spectrum and 395 are assigned
log parabola spectra. The remaining 116 sources are pul-
sars (and the extremely bright blazar 3C 454.3) and are
fit with power laws with exponential or superexponential
cuto↵s. We consider a pulsar interpretation of the RetII
signal in Sec. VI B. We note that other spectral shapes
(e.g. broken power law) may provide better fits to some
sources. However, for the purpose of comparing RetII’s
spectrum to those of known gamma ray sources we adopt
the same spectral models used in the 3FGL.

The power law spectrum has two model parameters, a
normalization F0 and a slope ↵,

dF (E | ✓)

dE
= F0

✓
E

E0

◆�↵

, (6)

where E0 is an arbitrary reference energy that we fix to
1 GeV.

The log parabola spectrum has an additional curvature
parameter �:

dF (E | ✓)

dE
= F0

✓
E

E0

◆�↵�� log(E/E0)

, (7)

where log is the natural logarithm. In the 3FGL the ref-
erence energy, called the pivot energy Ep, varies from
source to source. Changing the reference energy changes
the parameter ↵ [72]: ↵(Ep) = ↵(E0) + 2� log(Ep/E0).
We convert the ↵(Ep)’s given in the 3FGL to
↵(E0 = 1GeV) for this work.

B. Dark matter annihilation

For dark matter annihilation the model parameters are
✓ = (M, h�vi, ch, J), with the first three representing the
dark matter particle mass, its velocity-averaged annihi-
lation cross section, and the annihilation channel (i.e.
Standard Model final state). We treat RetII as a point
source of gamma-rays (see below). Therefore, as far as
gamma-ray emission is concerned, its dark matter halo
is parameterized by a single quantity J , the integral over
the halo volume of the dark matter density squared di-
vided by the line-of-sight distance squared. The dark
matter annihilation flux to be used in Eq. 3 is given by
(e.g. [11])

dF (E | ✓)

dE
=

h�viJ
8⇡M2

dN�(E)

dE
, (8)

where dN�/dE is the number of gamma-rays emitted per
annihilation (per energy) for the given final state channel
and mass M . For dN�/dE we adopt the spectra com-
puted by Cirelli et al. [73], which include electroweak
corrections [74]. For point-source emission J is exactly
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FIG. 4. Same as Fig. 3 but with log parabola spectra parameterized by Epeak (the energy at which the energy flux E2dF/dE
peaks) and curvature �.

FIG. 5. The pulsar contribution to RetII’s gamma-ray flux
compared with the di↵use background level. Each thin curve
shows the spectrum of a gamma-ray detected globular cluster
scaled according to the distance and luminosity of the globular
cluster relative to RetII. Solid lines correspond to globular
clusters with power law spectra in the 3FGL, dashed lines to
those with log parabola spectra. The thick curve shows the
di↵use background. Fluxes are integrated over a region of
radius 0.25� as in Fig. 1.

(flux per solid angle) of the scaled globular cluster emis-
sion: the maximum value of the PSF multiplied by the
point source flux (see Eq. 3). Except for Palomar 9, each
scaled globular cluster has a gamma-ray intensity an or-
der of magnitude or more below the background estimate
in RetII’s direction. Palomar 9’s intensity lies slightly
above background at energies above 30 GeV. However,
at these energies we expect fewer than a single event to
be detected by Fermi. We conclude that it is highly un-
likely that a population of MSPs could give rise to an
observable gamma-ray signal from RetII.

Another way to see the implausibility of the MSP
explanation is to note that the estimated number of
MSPs in gamma-ray emitting globular clusters range
from about ten to at most a few hundred [83, 89, 90].
This relative handful of MSPs occur in densely packed
systems of millions of stars. RetII, with about 1000 so-
lar luminosities, is unlikely to possess a single MSP. In
fact, using a sample of globular clusters not selected by
gamma-ray luminosity, Hooper and Linden [91] find the
occurrence of MSPs in globular clusters to be about 1
per 106 solar luminosities.

The results of this section, based on simple scaling ar-
guments, are in agreement with the conclusions of Win-
ter et al. [92]. In that study, the pulsar contribution to
dwarf galaxy gamma-ray fluxes is estimated by construct-
ing a gamma-ray luminosity function for isolated Milky
Way MSPs and then scaling the Milky Way population

Epeak = energy at peak of SED E2dF/dE

blazars

AGS+ 1807.08740
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FIG. 4. Same as Fig. 3 but with log parabola spectra parameterized by Epeak (the energy at which the energy flux E2dF/dE
peaks) and curvature �.
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FIG. 5. The pulsar contribution to RetII’s gamma-ray flux
compared with the di↵use background level. Each thin curve
shows the spectrum of a gamma-ray detected globular cluster
scaled according to the distance and luminosity of the globular
cluster relative to RetII. Solid lines correspond to globular
clusters with power law spectra in the 3FGL, dashed lines to
those with log parabola spectra. The thick curve shows the
di↵use background. Fluxes are integrated over a region of
radius 0.25� as in Fig. 1.

(flux per solid angle) of the scaled globular cluster emis-
sion: the maximum value of the PSF multiplied by the
point source flux (see Eq. 3). Except for Palomar 9, each
scaled globular cluster has a gamma-ray intensity an or-
der of magnitude or more below the background estimate
in RetII’s direction. Palomar 9’s intensity lies slightly
above background at energies above 30 GeV. However,
at these energies we expect fewer than a single event to
be detected by Fermi. We conclude that it is highly un-
likely that a population of MSPs could give rise to an
observable gamma-ray signal from RetII.

Another way to see the implausibility of the MSP
explanation is to note that the estimated number of
MSPs in gamma-ray emitting globular clusters range
from about ten to at most a few hundred [83, 89, 90].
This relative handful of MSPs occur in densely packed
systems of millions of stars. RetII, with about 1000 so-
lar luminosities, is unlikely to possess a single MSP. In
fact, using a sample of globular clusters not selected by
gamma-ray luminosity, Hooper and Linden [91] find the
occurrence of MSPs in globular clusters to be about 1
per 106 solar luminosities.

The results of this section, based on simple scaling ar-
guments, are in agreement with the conclusions of Win-
ter et al. [92]. In that study, the pulsar contribution to
dwarf galaxy gamma-ray fluxes is estimated by construct-
ing a gamma-ray luminosity function for isolated Milky
Way MSPs and then scaling the Milky Way population

Pulsar population in the dwarf? No

RetII bg

scaled globular clusters

see also Winter+ 1607.06390 (ApJL)
AGS+ 1807.08740



Dwarfs are at the forefront of dark matter detection 
but advances in analysis are necessary

• Ruling out diffuse bg model is not enough  

• Need to distinguish DM annihilation from non-DM source populations without 
sacrificing sensitivity 

• Method applies to any dwarf which is a promising DM target and shows 
evidence for gamma-ray emission along line of sight 

• Applies equally well to any dark matter target where you expect localized 
emission (e.g. galaxy clusters, groups, dark subhalos)  


