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We will use the formula: 

A: R-independent 
B: leading behavior for out-of-cone radiation 
C: Uncorrelated emissions collected by jet.   
     (area, parts of ISR or MPI)
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Abstract

Results from the study of hadronic jets in hadron-hadron collisions at order
α3
s in perturbation theory are presented. The focus is on various features of the

internal structure of jets. The numerical results of the calculation are compared
with data where possible and exhibit reasonable agreement.
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Phenomenology shortly after Dijets at NLO.  

More than 25 years later we have: 
- boost invariant Jet-Algorithms 
- the LHC 
- more control in parton showers 

(matching & merging) 
- and NNLO 

Let’s we ask similar questions: 

„First, how well does the dependence on the jet 
definition exhibited by the theoretical jet cross 
section match that of the experimental jet 
definition?  

Second, how well does the internal structure 
calculated at order αs3 compare to the internal 
structure of experimentally observed jets? “ 

                                       ———>      Les Houches 2017

are most stable for R ≈ 0.7. It is precisely this size that was used in the inclusive single jet
cross section analysis published by CDF[3]. In some sense the perturbation theory is telling
us that R = 0.7 is the “optimal size” for a jet cone, at least from the standpoint of making
comparison with the order α3

s result.
The comparison with the data in Fig. 1 suggests that, while the agreement between

theory and data for R = 0.7 is quite good, the strong dependence on R exhibited by the
data favors a small µ value, i.e., larger αs and more radiation. To make this comparison
more quantitative we can characterize both the data and the theory curves in terms of 3
parameters,

σ = A +B lnR + CR2 . (2)

The parameterizations of the data and the theory for µ = ET /2 and µ = ET/4 are indicated
in the first three rows of Table 1 (the parameter Rsep will be defined below). We see that
the theoretical value for the R-independent A parameter is not too sensitive to µ. This is
expected since it is a true one loop quantity, containing both the order α2

s contribution and
contributions from real and virtual graphs at order α3

s. The B and C terms, however, are
subject to larger theoretical uncertainty since these terms express the R dependence of the
cross section and this appears first at order α3

s. This is indicated by the sensitivity to µ
found in the Table. We can naively associate the B term with correlated (approximately
collinear) final state parton emission that is important near the jet direction and the C term
with essentially uncorrelated initial state parton emission that is important far from the jet
direction.

The theoretical value of A agrees quite well with the experimental value of A. The
agreement between the data and the µ = ET/2 theory for C is also quite good, but the
agreement for B is worse than one would expect. This suggests that for the µ = ET/2
theory, the amount of initial state emission far from the jet direction is about right but that
there is not enough correlated radiation near the jet center. If we change µ to ET /4, then
the effective αs is larger and there is more radiation in all parts of phase space. Now B is
larger, although still smaller than indicated by the data, while C is larger than indicated by
the data.

To examine this issue further and to analyze the internal structure of jets in detail, it is
useful to consider the fractional ET profile, F (r, R, ET ) (we suppress the dependence on the
jet direction (ηJ ,φJ)). Given a sample of jets of transverse energy ET defined with a cone
radius R, F (r, R, ET ) is the average fraction of the jets’ transverse energy that lies inside
an inner cone of radius r < R (concentric with the jet defining cone). Said another way,
the quantity 1 − F (r, R, ET ) describes the fraction of ET that lies in the annulus between
r and R. It is this latter quantity that is most easily calculated in perturbation theory as
it avoids the collinear singularities at r = 0. Computing the ET weighted integral of the
pp → 3 partons +X cross section over the annulus and normalizing to ET,J times the Born
cross section yields the order αs contribution to 1 − F (the numerator is purely order α3

s

while the denominator is purely order α2
s). The result for F is plotted in Fig. 2 versus

the inner radius r with R = 1.0 for ET = 100 GeV and compared to preliminary CDF
data[7]. Again curves for three choices of µ are exhibited. (The fourth, dot-dash curve

3
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Motivation

The goal is to compare: 
- PS MC’s matched or merged to NLO accuracy and complete events (PS/MPI/NP) 
- FO LO/NLO/NNLO with high pert. accuracy, but ‘jets’ contain at most 3 partons.  

Although no full events, FO can be used in many contexts (i.e. PDF fits)  
if observable is inclusive defined.  

Colourless object:  
Study the objects cross section!! Either inclusive or at sufficiently high transverse momentum!! 

Only coloured objects: Needs jet definition to compare to data and to define cross section.
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Questions 
l  Compounding this is the confusion about the impact of non-perturbative corrections 

◆  …which are currently (in ATLAS) among the largest uncertainties for many of the 
measurements 

◆  there are a plethora of tunes; do we need so many for what I consider to be (a) a 
parametrization of LHC data (for the UE) and (b) a parametrization of LEP data (for 
hadronization)?  

◆  …interestingly enough, the first thing that ATLAS and CMS do is to subtract off the UE; it 
is then added back in to the jet response function; so what we are talking about is the 
uncertainty on something is put in by hand (see contribution from Peter Loch and myself 
in LH17 proceedings, p. 200-206) 

◆  to what extent do the perturbative and non-perturbative aspects factorize.i.e. are tunes 
universal? We treated them so at the Tevatron.  

Can we come to 
some accord  
between ATLAS, 
CMS and MC authors 
as to the 
non-perturbative 
corrections and  
their uncertainties?  

10% uncertainty 
at 100 GeV 

<<10% at 100 GeV 
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measurements 
◆  there are a plethora of tunes; do we need so many for what I consider to be (a) a 

parametrization of LHC data (for the UE) and (b) a parametrization of LEP data (for 
hadronization)?  

◆  …interestingly enough, the first thing that ATLAS and CMS do is to subtract off the UE; it 
is then added back in to the jet response function; so what we are talking about is the 
uncertainty on something is put in by hand (see contribution from Peter Loch and myself 
in LH17 proceedings, p. 200-206) 

◆  to what extent do the perturbative and non-perturbative aspects factorize.i.e. are tunes 
universal? We treated them so at the Tevatron.  

Can we come to 
some accord  
between ATLAS, 
CMS and MC authors 
as to the 
non-perturbative 
corrections and  
their uncertainties?  

10% uncertainty 
at 100 GeV 

<<10% at 100 GeV 

Les Houches study 
l  To 

◆  determine NNLO/NLO K-factors as a function of jet size 
◆  determine how well do fixed order calculations reproduce the jet shape 

as determined by ME+PS predictions; do NLO predictions have a 
problem; what about NNLO? 

◆  determine how well the ME+PS predictions agree with fixed order and 
each other, i.e. PS effects only in Sudakov regions? Sherpa seems to 
show this.   Resummation (i.e. PS) effects smaller for inclusive  

cross sections (as expected).  lead jet, 2nd jet, etc 
Inclusive jet 

Can we use the Dijet NNLO to constrain PDFs? 

How R dependent are the cross sections  
at FO and MC level? 

Are the observables we use stable? 

Will scale variations give a  
realistic uncertainty estimate? 

How will MC event generators  
react on similar input and  
comparable settings? 
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Example: NP-factors 

— Observable as measured by CMS (Inclusive jets, double differential).  

— Hadronisation: out-of-cone effect 
— MPI: Uncorrelated addition ~ R^2 

Determination of Nonperturbative Correction Factors and their

dependence on Monte Carlo Modeling
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Abstract

In this contribution we discuss the influence of Monte Carlo modelling on the
extraction and calculation of nonperturbative correction factors. In particu-
lar we address the question whether the choice of PDF sets and Monte Carlo
models in the extraction of nonperturbative correction factors may bias mea-
surements in which the correction factors are used, e.g. PDF measurements at
the LHC. We determine the non perturbative factors for various settings and
explain the outcome in detail.

1. Introduction and Motivation

With an increasing amount of data being recorded and getting analyzed by the LHC experiments, it
becomes possible to perform measurements more and more differentially in the event kinematics. This
allows for the extraction of more information that can be used for a more precise determinations of key
quantities, like the parton distribution functions (PDFs) of the proton.

At the same time, recent theoretical progress has lead to an increase in precision of fixed-order
calculations [1, 2] which can, in many cases, be carried out at the next-to-next-to leading order in the
strong coupling constant. Using such high-precision calculations and more differential observables for
PDF fits requires the application of corrections that capture nonperturbative (NP) effects. They are not
included in fixed-order calculations but their impact can be comparable to the remaining fixed-order
uncertainty.

Modern Monte Carlo event generators (MCEGs) typically operate only at the leading order (LO)
or the next-to-leading order (NLO) but supplement fixed-order calculations with an all-order treatment
of soft and collinear QCD radiation through parton shower (PS) simulations and nonperturbative effects
through models for hadronization and multiple parton interactions (MPI). While hadronization models
account for the nonperturbative transition of QCD partons to observable colorless hadrons, MPI models
account for the effect of interactions between the beam remnants which generally lead to an increase of
softer jet activity in the events.

In order to correct high-precision fixed-order calculations for NP effects correction factors are
often extracted MCEGs by performing separate runs with both hadronization and MPI disabled and
enabled. The ratios of the corresponding predictions are then applied to fixed-order calculation as differ-
ential correction factors of the form

K
O

NP =
d�

PS+HAD+MPI
/ dO

d�PS/ dO
, (1)

where d�
PS+HAD+MPI

/ dO is the MCEG prediction differential in observable O with parton showering,
hadronization, and MPI [3, 4] enabled and d�

PS
/ dO refers to the MCEG prediction with hadronization

and MPI disabled. Here O can be multi differential.
It can be shown that the NP corrections (1) can be minimized by a smart choice of the jet radius in

the observable definition. This is due to the hadronization correction and the MPI corrections exhibiting
different scaling behaviors with R [5]. While decreasing the jet radius R leads to larger hadronization
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PDF-effects

Fig. 1: Double differential cross section in transverse momentum and in intervals of rapidity. Left panel shows the differential
cross section. The ratio plots in the center and to the right show the non perturbative factor for various jet opening angles
RantiKT . While for small radii hadronisation effects tend to remove energy from thin jets, for large radii the jets tend to collect
more MPI jets. Therefore the former get softer the latter harder. For broad jet definitions (R > 0.8) even the generation cut is
visible as the MPI addition allows to shift the cross section drop off into the analysis region.

corrections, it decreases corrections due to MPI. This can be intuitively understood since a large radius
increases the chance of the jet receiving contributions from uncorrelated MPI interactions. A very small
jet radius, on the other hand, leads to energy getting emitted outside of the jet cone in the transition from
partons to hadrons, thereby increasing the impact of hadronization corrections. An optimal cone size can
thus be chosen in order to minimize the sum MPI and hadronization effects.

When extracting PDFs from data it is crucial to ensure that the NP corrections discussed above do
not introduce any bias. In particular, the NP correction factors should be independent of the PDFs and
the MCEGs that were used to calculate them. In this note we study the effect of different PDFs, MCEGs,
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Fig. 2: Gluon and up-quark pdf ratio for the NNLO PDF set PDF4LHC15 nnlo 30 [6] w.r.t. the leading order set
NNPDF30 lo as 0118 [7] this the same ↵S(MZ) = 0.118 value.

and the perturbative order at which the MCEGs operate (LO or NLO) on the the extracted NP factors and
on the jet radius that minimizes the NP corrections. In order to do so we choose the NNLO PDF4LHC
recommendation and the LO pdf set from NNPDF30 lo as 0118 as the ratio of gluon and quark pdfs
can be large, see fig. 2. Despite the warning in [8] and the discussion in [9] we explicitly choose very
diverse gluon distributions to estimate an upper bound on the effect.

In [10] it was shown that parton shower evolution is usually less effected by PDF variations and
more by modifications of the strong coupling, for example. More parton shower uncertainties have been
studied in [11, 12]. Here we concentrate on the modification of the NP part of the simulation.
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Fig. 3: Ratio of NP factors calculated using two different PDF sets. The effect of removing energy from the jet due to emissions
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2. Analysis and Observable

As a benchmark observable we use the inclusive jet transverse momentum pT at the LHC. It was mea-
sured by the CMS collaboration for two different jet radii R = 0.4 and R = 0.7 in several bins of jet
rapidity [13]. For this purpose of the presented study we extended the corresponding validated Rivet [14]
analysis to include more radii in the range R 2 [0.1, 0.2...1.1]. In this analysis jets are defined using the
anti-kT [15] jet algorithm. We perform our analysis for the LHC operating at a center-of-mass energy of
p

s = 13TeV.

3. Simulation Setup

For the extraction of NP correction factors we use the two general purpose MCEGs Herwig7 [16, 17]
and Sherpa [18]. For parton showering we use the Q̃-shower in Herwig7 [19] and the CS dipole shower
[20]. We calculate the hard scattering process of inclusive jet production at LO or at NLO and use
adaptations of the MC@NLO parton shower matching scheme [21] for consistent combination with the
parton showers. In the calculation of the hard scattering we set the factorization and renormalization
scales to µf = µr = HT /2, where HT is the scalar sum of all parton transverse momenta in the event.
The hadronization and MPI models implemented in Sherpa are detailed in [18]. Herwig7’s models are
documented in [22]. For the study of the impact of PDFs we use the PDF4LHC15 nnlo 30 [6] and the
NNPDF30 lo as 0118 [7] sets as implemented in LHAPDF [23]. We replace all PDFs sets used in
the modelling (hard cross section, parton shower, MPI and proton remnant handling) and all instances of
strong coupling constants to the cossesponding ↵S(MZ) = 0.118 value.

We would like to stress that our generator settings are not tuned to data but rather aligned across
both MCEGs for a comparison. The focus of this study is not the nominal NP correction factor but rather
it’s dependence on the parameters in the extraction.

4. Results

We start our discussion with results for the NP corrections for the differential inclusive jet transverse
momentum spectrum in bins of pseudorapidity y as obtained from MCEG runs using LO matrix elements
for the hard scattering process calculation. As shown in figure 1 we observe large negative NP corrections

If we measure/fit PDFs how will the PDF itself modify the NP-factor? 
— Choose  strongly different PDF sets (LO vs. NNLO) 
— Small effect for small R —> FSR would lead to out-of-cone 
— Visible (still small) effect at large R —> Less gluons == less MPI  (or retune MPI) 
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MC generator and higher Order 
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Fig. 6: For the simulation setup as described in 3. we calculate the measure according to eq. 2. For Herwig we get an optimal
value for R ⇡ 0.6 , for Sherpa slightly below. The pdf influence on the best R value is mild and matching to higher order matrix
elements is even smaller. Note: The used setup is not representative for the tuned default setup. Therefore the absolute value
of the optimal point might shift with standard parameters. Here we are interested in the shift due to PDF or higher perturbative
accuracy. The hight of the distribution is driven by MC statistics.

Fig. 7: Effect of event generation cuts on the NP factors. The cut on the leading jet transverse momentum was set to 100GeV

and 90GeV for Herwig7 and Sherpa, respectively

This effect is illustrated in figure 7, where the event generation cuts are clearly visible as features
in the NP factor. For larger jet radii this effect gets washed out, thus extending it into the region shown
in figure 4.

In figure 3 we show the impact of using a different PDF set. Hadronization corrections can be
expected to be independent of the PDF, as the hadronization models act only on final state of partons
after the full evolution through parton showers has terminated. Correspondingly, we see barely any
dependence on the PDF at small R where hadronization corrections dominate. At large R, we see larger
effects. This is to be expected since the MPI modelling, which mostly affects large jet radii, crucially
depends on the PDFs. We note, however, that MPI models are typically tuned to data based on a specific
PDF set. It is thus very likely that the observed differences would have been much smaller, had we
re-tuned the MPI models to the respective PDFs. In that sense, the MPI models in MCEGs are to be
understood as a ’postdiction’ or parametrization of MPI effects as measured in data.

In order to show how the optimal choice of R is affected by the variables considered in this study,

We can further test: 
— generator dependence  
— NLO stability  
— find R such that NP-factors are close to one.    

Plot: 
Integrate difference of          and one. 

Obvious questions: 

What is he talking about? 
Why at LoopFest?  
Go to a NP physics workshop! 
Give me Loops!!! 
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Abstract

In this contribution we discuss the influence of Monte Carlo modelling on the
extraction and calculation of nonperturbative correction factors. In particu-
lar we address the question whether the choice of PDF sets and Monte Carlo
models in the extraction of nonperturbative correction factors may bias mea-
surements in which the correction factors are used, e.g. PDF measurements at
the LHC. We determine the non perturbative factors for various settings and
explain the outcome in detail.

1. Introduction and Motivation

With an increasing amount of data being recorded and getting analyzed by the LHC experiments, it
becomes possible to perform measurements more and more differentially in the event kinematics. This
allows for the extraction of more information that can be used for a more precise determinations of key
quantities, like the parton distribution functions (PDFs) of the proton.

At the same time, recent theoretical progress has lead to an increase in precision of fixed-order
calculations [1, 2] which can, in many cases, be carried out at the next-to-next-to leading order in the
strong coupling constant. Using such high-precision calculations and more differential observables for
PDF fits requires the application of corrections that capture nonperturbative (NP) effects. They are not
included in fixed-order calculations but their impact can be comparable to the remaining fixed-order
uncertainty.

Modern Monte Carlo event generators (MCEGs) typically operate only at the leading order (LO)
or the next-to-leading order (NLO) but supplement fixed-order calculations with an all-order treatment
of soft and collinear QCD radiation through parton shower (PS) simulations and nonperturbative effects
through models for hadronization and multiple parton interactions (MPI). While hadronization models
account for the nonperturbative transition of QCD partons to observable colorless hadrons, MPI models
account for the effect of interactions between the beam remnants which generally lead to an increase of
softer jet activity in the events.

In order to correct high-precision fixed-order calculations for NP effects correction factors are
often extracted MCEGs by performing separate runs with both hadronization and MPI disabled and
enabled. The ratios of the corresponding predictions are then applied to fixed-order calculation as differ-
ential correction factors of the form

K
O

NP =
d�

PS+HAD+MPI
/ dO

d�PS/ dO
, (1)

where d�
PS+HAD+MPI

/ dO is the MCEG prediction differential in observable O with parton showering,
hadronization, and MPI [3, 4] enabled and d�

PS
/ dO refers to the MCEG prediction with hadronization

and MPI disabled. Here O can be multi differential.
It can be shown that the NP corrections (1) can be minimized by a smart choice of the jet radius in

the observable definition. This is due to the hadronization correction and the MPI corrections exhibiting
different scaling behaviors with R [5]. While decreasing the jet radius R leads to larger hadronization
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Idea: Use processes with electroweak bosons to study the first jet.  

Compare fixed order (FO) and FO+PS results.  

                       

                                                                                            Later apply to dijets.
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Observable: Higgs and leading jet transverse momentum. 

Ratio of various R values w.r.t. respective R=0.7 at LO/NLO/NNLO.    
Parton shower as reference.  

As expected, the ratio of FO approaches the PS results (additional emissions).  
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Look at pT of lead jet for H+j 

•  uncertainty decreases as LO->NLO->NNLO 
•  uncertainty also decreases as R decreases; fewer real radiation corrections 
•  MEPS lies within uncertainty bands; closer to FO central value for R>0.4, and for  
NNLO 

Higgs+Jet @ NNLO

We are interested here in modification of jets.  
We use an incl. factor extracted from boson to rescale (pT > 150 GeV). 

For various radii (commonly used 0.4/0.7) we can be at the edge of scale variations but 
better agreement with higher orders. 



Look at pT of lead jet for H+j 

•  uncertainty decreases as LO->NLO->NNLO 
•  uncertainty also decreases as R decreases; fewer real radiation corrections 
•  MEPS lies within uncertainty bands; closer to FO central value for R>0.4, and for  
NNLO 
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Higgs+Jet @ NNLO

Shower jets loose more transverse 
momentum for smaller R.  
(out-of-cone radiation) 

-> different jet shape between NLO 
and shower.  

We observe a very flat behaviour ratio 
for different R. 



A standard observable to measure  
the R dependence is the integrated jet shape: 

If all jets contain only one parton this  
observable is  one. 

It measures the loss of transverse momentum  
as a function a smaller radius.  

Here we compare NLO FO to the full merged  
result and a mimicking NLO shower result with  
limiting the number of additional patrons to two 
(counting from inclusive Higgs). 

The mimicking contribution hits the NLO earlier  
and additional radiation is responsible for  
additional loss.  
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Fig. V.15: Ratios of integrated jet shapes (see Eq. V.27) as function of r, for R = 0.5, R = 0.7
and R = 0.9 (left to right).

relatively flat as a function of jet pT . They grow with increasing jet size, due to inclusion of
additional real radiation.

In Fig. V.15 we investigate the di�erence between the fixed-order NLO and multi-jet
merged predictions for integrated jet shapes (Eq. V.27). The integrated jet shape is defined as

�(r) = 1
N jet

ÿ

jets

pT(0, r)
pT(0, R) , (V.27)

with r being the radius of a cone which is concentric to the jet axis and pT(r1, r2) being the
magnitude of the vectorial momentum sum of all particles in the annulus between radius r1 and
r2. We also compare to a truncated merged prediction, where the number of final-state partons
generated in the simulation is limited to at most two. This simulation presents the closest
possible approximation to the fixed-order result that we are able to generate using the merging
algorithms. It reflects the kinematical restrictions of the NLO calculation (i.e. that only up to
one additional final-state parton can be present), but it also includes additional approximate
higher-order virtual corrections by means of Sudakov factors. Nevertheless we observe that
the full NLO result and the truncated merged result approach each other well within the jet
cone, and the convergence is naturally faster for larger jet transverse momenta. This strongly
suggests that the di�erences between the fixed-order predictions and merged results in Fig. V.19
below are due to higher-multiplicity final states. The discrepancies between fixed-order results
and merged predictions for small and large R should therefore be reduced for higher-order
perturbative calculations.

Figure V.16 shows the cross section scale variations at LO, NLO and NNLO for H+ Ø 1
jet production, as a function of the leading jet transverse momentum, for various jet sizes. The
uncertainty band is given by the highest and lowest cross section predictions at each order. As
expected, the uncertainty on the cross section decreases from LO to NLO to NNLO. It also
decreases as the jet size decreases, perhaps not unsurprising given that larger jet radii lead to
inclusion of more real radiative corrections. Also shown for comparison are the predictions from
the two MEPS calculations (nominally of NLO accuracy). We scale the MEPS predictions with
the K-factors derived from the Higgs pt distribution above 150 GeV, see discussion of Fig. V.14.

Figure V.17 shows the leading jet pT cross sections for the di�erent scale choices, at NLO
and NNLO, as a function of the jet size R. In this case, a minimum transverse momentum
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relatively flat as a function of jet pT . They grow with increasing jet size, due to inclusion of
additional real radiation.

In Fig. V.15 we investigate the di�erence between the fixed-order NLO and multi-jet
merged predictions for integrated jet shapes (Eq. V.27). The integrated jet shape is defined as

�(r) = 1
N jet
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pT(0, r)
pT(0, R) , (V.27)

with r being the radius of a cone which is concentric to the jet axis and pT(r1, r2) being the
magnitude of the vectorial momentum sum of all particles in the annulus between radius r1 and
r2. We also compare to a truncated merged prediction, where the number of final-state partons
generated in the simulation is limited to at most two. This simulation presents the closest
possible approximation to the fixed-order result that we are able to generate using the merging
algorithms. It reflects the kinematical restrictions of the NLO calculation (i.e. that only up to
one additional final-state parton can be present), but it also includes additional approximate
higher-order virtual corrections by means of Sudakov factors. Nevertheless we observe that
the full NLO result and the truncated merged result approach each other well within the jet
cone, and the convergence is naturally faster for larger jet transverse momenta. This strongly
suggests that the di�erences between the fixed-order predictions and merged results in Fig. V.19
below are due to higher-multiplicity final states. The discrepancies between fixed-order results
and merged predictions for small and large R should therefore be reduced for higher-order
perturbative calculations.

Figure V.16 shows the cross section scale variations at LO, NLO and NNLO for H+ Ø 1
jet production, as a function of the leading jet transverse momentum, for various jet sizes. The
uncertainty band is given by the highest and lowest cross section predictions at each order. As
expected, the uncertainty on the cross section decreases from LO to NLO to NNLO. It also
decreases as the jet size decreases, perhaps not unsurprising given that larger jet radii lead to
inclusion of more real radiative corrections. Also shown for comparison are the predictions from
the two MEPS calculations (nominally of NLO accuracy). We scale the MEPS predictions with
the K-factors derived from the Higgs pt distribution above 150 GeV, see discussion of Fig. V.14.

Figure V.17 shows the leading jet pT cross sections for the di�erent scale choices, at NLO
and NNLO, as a function of the jet size R. In this case, a minimum transverse momentum
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and R = 0.9 (left to right).

relatively flat as a function of jet pT . They grow with increasing jet size, due to inclusion of
additional real radiation.

In Fig. V.15 we investigate the di�erence between the fixed-order NLO and multi-jet
merged predictions for integrated jet shapes (Eq. V.27). The integrated jet shape is defined as

�(r) = 1
N jet
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pT(0, R) , (V.27)

with r being the radius of a cone which is concentric to the jet axis and pT(r1, r2) being the
magnitude of the vectorial momentum sum of all particles in the annulus between radius r1 and
r2. We also compare to a truncated merged prediction, where the number of final-state partons
generated in the simulation is limited to at most two. This simulation presents the closest
possible approximation to the fixed-order result that we are able to generate using the merging
algorithms. It reflects the kinematical restrictions of the NLO calculation (i.e. that only up to
one additional final-state parton can be present), but it also includes additional approximate
higher-order virtual corrections by means of Sudakov factors. Nevertheless we observe that
the full NLO result and the truncated merged result approach each other well within the jet
cone, and the convergence is naturally faster for larger jet transverse momenta. This strongly
suggests that the di�erences between the fixed-order predictions and merged results in Fig. V.19
below are due to higher-multiplicity final states. The discrepancies between fixed-order results
and merged predictions for small and large R should therefore be reduced for higher-order
perturbative calculations.

Figure V.16 shows the cross section scale variations at LO, NLO and NNLO for H+ Ø 1
jet production, as a function of the leading jet transverse momentum, for various jet sizes. The
uncertainty band is given by the highest and lowest cross section predictions at each order. As
expected, the uncertainty on the cross section decreases from LO to NLO to NNLO. It also
decreases as the jet size decreases, perhaps not unsurprising given that larger jet radii lead to
inclusion of more real radiative corrections. Also shown for comparison are the predictions from
the two MEPS calculations (nominally of NLO accuracy). We scale the MEPS predictions with
the K-factors derived from the Higgs pt distribution above 150 GeV, see discussion of Fig. V.14.

Figure V.17 shows the leading jet pT cross sections for the di�erent scale choices, at NLO
and NNLO, as a function of the jet size R. In this case, a minimum transverse momentum
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relatively flat as a function of jet pT . They grow with increasing jet size, due to inclusion of
additional real radiation.

In Fig. V.15 we investigate the di�erence between the fixed-order NLO and multi-jet
merged predictions for integrated jet shapes (Eq. V.27). The integrated jet shape is defined as

�(r) = 1
N jet

ÿ

jets

pT(0, r)
pT(0, R) , (V.27)

with r being the radius of a cone which is concentric to the jet axis and pT(r1, r2) being the
magnitude of the vectorial momentum sum of all particles in the annulus between radius r1 and
r2. We also compare to a truncated merged prediction, where the number of final-state partons
generated in the simulation is limited to at most two. This simulation presents the closest
possible approximation to the fixed-order result that we are able to generate using the merging
algorithms. It reflects the kinematical restrictions of the NLO calculation (i.e. that only up to
one additional final-state parton can be present), but it also includes additional approximate
higher-order virtual corrections by means of Sudakov factors. Nevertheless we observe that
the full NLO result and the truncated merged result approach each other well within the jet
cone, and the convergence is naturally faster for larger jet transverse momenta. This strongly
suggests that the di�erences between the fixed-order predictions and merged results in Fig. V.19
below are due to higher-multiplicity final states. The discrepancies between fixed-order results
and merged predictions for small and large R should therefore be reduced for higher-order
perturbative calculations.

Figure V.16 shows the cross section scale variations at LO, NLO and NNLO for H+ Ø 1
jet production, as a function of the leading jet transverse momentum, for various jet sizes. The
uncertainty band is given by the highest and lowest cross section predictions at each order. As
expected, the uncertainty on the cross section decreases from LO to NLO to NNLO. It also
decreases as the jet size decreases, perhaps not unsurprising given that larger jet radii lead to
inclusion of more real radiative corrections. Also shown for comparison are the predictions from
the two MEPS calculations (nominally of NLO accuracy). We scale the MEPS predictions with
the K-factors derived from the Higgs pt distribution above 150 GeV, see discussion of Fig. V.14.

Figure V.17 shows the leading jet pT cross sections for the di�erent scale choices, at NLO
and NNLO, as a function of the jet size R. In this case, a minimum transverse momentum

210

kT > 100GeV
0.6
0.8

1
1.2
1.4

kT > 200GeV
0.6
0.8

1
1.2
1.4

NLO 1j

kT > 400GeV
0.6
0.8

1
1.2
1.4

MEPS@NLO 1(2)j 2em

R
at

io
to

N
LO

kT > 800GeV
0.6
0.8

1
1.2
1.4

MEPS@NLO 1(2)j

kT > 1600GeV

0 0.1 0.2 0.3 0.4 0.5

0.6
0.8

1
1.2
1.4

kT > 100GeV
0.6
0.8

1
1.2
1.4

kT > 200GeV
0.6
0.8

1
1.2
1.4

NLO 1j

kT > 400GeV
0.6
0.8

1
1.2
1.4

MEPS@NLO 1(2)j 2em

R
at

io
to

N
LO

kT > 800GeV
0.6
0.8

1
1.2
1.4

MEPS@NLO 1(2)j

kT > 1600GeV

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.6
0.8

1
1.2
1.4

kT > 100GeV
0.6
0.8

1
1.2
1.4

kT > 200GeV
0.6
0.8

1
1.2
1.4

NLO 1j

kT > 400GeV
0.6
0.8

1
1.2
1.4

MEPS@NLO 1(2)j 2em

R
at

io
to

N
LO

kT > 800GeV
0.6
0.8

1
1.2
1.4

MEPS@NLO 1(2)j

kT > 1600GeV

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.6
0.8

1
1.2
1.4

Fig. V.15: Ratios of integrated jet shapes (see Eq. V.27) as function of r, for R = 0.5, R = 0.7
and R = 0.9 (left to right).

relatively flat as a function of jet pT . They grow with increasing jet size, due to inclusion of
additional real radiation.

In Fig. V.15 we investigate the di�erence between the fixed-order NLO and multi-jet
merged predictions for integrated jet shapes (Eq. V.27). The integrated jet shape is defined as

�(r) = 1
N jet

ÿ

jets

pT(0, r)
pT(0, R) , (V.27)

with r being the radius of a cone which is concentric to the jet axis and pT(r1, r2) being the
magnitude of the vectorial momentum sum of all particles in the annulus between radius r1 and
r2. We also compare to a truncated merged prediction, where the number of final-state partons
generated in the simulation is limited to at most two. This simulation presents the closest
possible approximation to the fixed-order result that we are able to generate using the merging
algorithms. It reflects the kinematical restrictions of the NLO calculation (i.e. that only up to
one additional final-state parton can be present), but it also includes additional approximate
higher-order virtual corrections by means of Sudakov factors. Nevertheless we observe that
the full NLO result and the truncated merged result approach each other well within the jet
cone, and the convergence is naturally faster for larger jet transverse momenta. This strongly
suggests that the di�erences between the fixed-order predictions and merged results in Fig. V.19
below are due to higher-multiplicity final states. The discrepancies between fixed-order results
and merged predictions for small and large R should therefore be reduced for higher-order
perturbative calculations.

Figure V.16 shows the cross section scale variations at LO, NLO and NNLO for H+ Ø 1
jet production, as a function of the leading jet transverse momentum, for various jet sizes. The
uncertainty band is given by the highest and lowest cross section predictions at each order. As
expected, the uncertainty on the cross section decreases from LO to NLO to NNLO. It also
decreases as the jet size decreases, perhaps not unsurprising given that larger jet radii lead to
inclusion of more real radiative corrections. Also shown for comparison are the predictions from
the two MEPS calculations (nominally of NLO accuracy). We scale the MEPS predictions with
the K-factors derived from the Higgs pt distribution above 150 GeV, see discussion of Fig. V.14.

Figure V.17 shows the leading jet pT cross sections for the di�erent scale choices, at NLO
and NNLO, as a function of the jet size R. In this case, a minimum transverse momentum
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Higgs+Jet @ (N)NLO

Come back to flat behaviour in ratio PS vs. FO holds for large variety of R in Higgs*. 

Here we plot difference normalized to NLO.  

Right: different       -bins as function of R.   
            
Difference minimal for R~0.7-0.8 as in old comparison for Jets in EKS. 
Can be argued to have similar additional emissions out as in cone. 

                                                               *Note: This is for EFT in NLO and PS. 
                                                           

µC = pJT
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Higgs 
+Jet 
@ 
NNLO

XS defined by cut on Jet. 
Cut at                135 GeV, above Higgs mass to exclude Higgs+PS scale setting issues.  

Fit funktional form:                      
             

are most stable for R ≈ 0.7. It is precisely this size that was used in the inclusive single jet
cross section analysis published by CDF[3]. In some sense the perturbation theory is telling
us that R = 0.7 is the “optimal size” for a jet cone, at least from the standpoint of making
comparison with the order α3

s result.
The comparison with the data in Fig. 1 suggests that, while the agreement between

theory and data for R = 0.7 is quite good, the strong dependence on R exhibited by the
data favors a small µ value, i.e., larger αs and more radiation. To make this comparison
more quantitative we can characterize both the data and the theory curves in terms of 3
parameters,

σ = A +B lnR + CR2 . (2)

The parameterizations of the data and the theory for µ = ET /2 and µ = ET/4 are indicated
in the first three rows of Table 1 (the parameter Rsep will be defined below). We see that
the theoretical value for the R-independent A parameter is not too sensitive to µ. This is
expected since it is a true one loop quantity, containing both the order α2

s contribution and
contributions from real and virtual graphs at order α3

s. The B and C terms, however, are
subject to larger theoretical uncertainty since these terms express the R dependence of the
cross section and this appears first at order α3

s. This is indicated by the sensitivity to µ
found in the Table. We can naively associate the B term with correlated (approximately
collinear) final state parton emission that is important near the jet direction and the C term
with essentially uncorrelated initial state parton emission that is important far from the jet
direction.

The theoretical value of A agrees quite well with the experimental value of A. The
agreement between the data and the µ = ET/2 theory for C is also quite good, but the
agreement for B is worse than one would expect. This suggests that for the µ = ET/2
theory, the amount of initial state emission far from the jet direction is about right but that
there is not enough correlated radiation near the jet center. If we change µ to ET /4, then
the effective αs is larger and there is more radiation in all parts of phase space. Now B is
larger, although still smaller than indicated by the data, while C is larger than indicated by
the data.

To examine this issue further and to analyze the internal structure of jets in detail, it is
useful to consider the fractional ET profile, F (r, R, ET ) (we suppress the dependence on the
jet direction (ηJ ,φJ)). Given a sample of jets of transverse energy ET defined with a cone
radius R, F (r, R, ET ) is the average fraction of the jets’ transverse energy that lies inside
an inner cone of radius r < R (concentric with the jet defining cone). Said another way,
the quantity 1 − F (r, R, ET ) describes the fraction of ET that lies in the annulus between
r and R. It is this latter quantity that is most easily calculated in perturbation theory as
it avoids the collinear singularities at r = 0. Computing the ET weighted integral of the
pp → 3 partons +X cross section over the annulus and normalizing to ET,J times the Born
cross section yields the order αs contribution to 1 − F (the numerator is purely order α3

s

while the denominator is purely order α2
s). The result for F is plotted in Fig. 2 versus

the inner radius r with R = 1.0 for ET = 100 GeV and compared to preliminary CDF
data[7]. Again curves for three choices of µ are exhibited. (The fourth, dot-dash curve

3

pJT (R)
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Higgs 
+Jet 
@ 
NNLO

Note: Scale uncertainty grows with R, crossing for very small R  
Same as "accidental“ scale compensation in vetoed cross section?   It is a vetoed XS!  

R introduced a new scale. At NLO emissions outside of Jet are LO with monotonic 
dependence (same as LO only). Virtual parts with compensating        -dependence stay 
in cone. Virtuals should compensate for LO scale dependence, not the out-of-cone of 
real emissions. Varying R therefore can lead to "accidental“ scale compensation.

Similar to Stewart,Tackmann 1107.2117

µR
µR

https://arxiv.org/pdf/1107.2117.pdf
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Fit funktional form:                                            now differential in       . 
Recover scale dependence of Higgs (                  ).  

are most stable for R ≈ 0.7. It is precisely this size that was used in the inclusive single jet
cross section analysis published by CDF[3]. In some sense the perturbation theory is telling
us that R = 0.7 is the “optimal size” for a jet cone, at least from the standpoint of making
comparison with the order α3

s result.
The comparison with the data in Fig. 1 suggests that, while the agreement between

theory and data for R = 0.7 is quite good, the strong dependence on R exhibited by the
data favors a small µ value, i.e., larger αs and more radiation. To make this comparison
more quantitative we can characterize both the data and the theory curves in terms of 3
parameters,

σ = A +B lnR + CR2 . (2)

The parameterizations of the data and the theory for µ = ET /2 and µ = ET/4 are indicated
in the first three rows of Table 1 (the parameter Rsep will be defined below). We see that
the theoretical value for the R-independent A parameter is not too sensitive to µ. This is
expected since it is a true one loop quantity, containing both the order α2

s contribution and
contributions from real and virtual graphs at order α3

s. The B and C terms, however, are
subject to larger theoretical uncertainty since these terms express the R dependence of the
cross section and this appears first at order α3

s. This is indicated by the sensitivity to µ
found in the Table. We can naively associate the B term with correlated (approximately
collinear) final state parton emission that is important near the jet direction and the C term
with essentially uncorrelated initial state parton emission that is important far from the jet
direction.

The theoretical value of A agrees quite well with the experimental value of A. The
agreement between the data and the µ = ET/2 theory for C is also quite good, but the
agreement for B is worse than one would expect. This suggests that for the µ = ET/2
theory, the amount of initial state emission far from the jet direction is about right but that
there is not enough correlated radiation near the jet center. If we change µ to ET /4, then
the effective αs is larger and there is more radiation in all parts of phase space. Now B is
larger, although still smaller than indicated by the data, while C is larger than indicated by
the data.

To examine this issue further and to analyze the internal structure of jets in detail, it is
useful to consider the fractional ET profile, F (r, R, ET ) (we suppress the dependence on the
jet direction (ηJ ,φJ)). Given a sample of jets of transverse energy ET defined with a cone
radius R, F (r, R, ET ) is the average fraction of the jets’ transverse energy that lies inside
an inner cone of radius r < R (concentric with the jet defining cone). Said another way,
the quantity 1 − F (r, R, ET ) describes the fraction of ET that lies in the annulus between
r and R. It is this latter quantity that is most easily calculated in perturbation theory as
it avoids the collinear singularities at r = 0. Computing the ET weighted integral of the
pp → 3 partons +X cross section over the annulus and normalizing to ET,J times the Born
cross section yields the order αs contribution to 1 − F (the numerator is purely order α3

s

while the denominator is purely order α2
s). The result for F is plotted in Fig. 2 versus

the inner radius r with R = 1.0 for ET = 100 GeV and compared to preliminary CDF
data[7]. Again curves for three choices of µ are exhibited. (The fourth, dot-dash curve
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While “A“ is already defined at LO, “B“ and “C“ appear a NLO.  

Not just scale dependence is restored, also absolute values with and without PS 
are comparable!
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Z+Jet @ NNLO
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Z+Jet @ NNLO

- H vs. Jet pt show different scale uncertainties 
- Indicates new important contribution.
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Z+Jet @ NNLO

Same game, different process!! 
- No flat K-factor for “A“! 
- Still LO vs. LO+PS and NLO vs. NLO+PS very 

comparable. 
- Moderate from NLO to NNLO. 
- Also including MPI and hadronisation is stable  
- “C“ compensates MPI for small        (MPI ~.     )   
-   
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Z+Jet @ NNLO

LO merging  Z+ZJ+ZJJ = Z[J,J] 
shows similar behavior by adding 
„unordered“histories (not PS-like).  

Mainly back-to-back with soft boson. 

Might consider additional cut on 

                 -> new uncertainty  
 

Sherpa MePs@Nlo
µR = µCKKW

µR = mh

µR = Ĥ
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Figure 14: Inclusive jet pT spectrum integrated over rapidity at LO (green), NLO (blue)

and NNLO (red) normalised to the NLO prediction as a function of the central scale choice

for (a) cone size R = 0.7 and (b) cone size R = 0.4.

and the central predictions remain positive. The situation is much more severe for the

remaining three scales pT, pT,1, and ĤT/2, where the NLO prediction exhibits the unphys-

ical behaviour of negative cross sections already starting from pT ⇠ 400–600 GeV. In the

case of µ = pT,1 and ĤT/2, even then central prediction turns negative in the lowest pT

bin(s) below ⇠ 150 GeV. For the larger cone size of R = 0.7, on the other hand, the issue

of negative cross sections at NLO is largely alleviated, where only the choice µ = ĤT/2

exhibits this unphysical behaviour.

We summarise the findings of this section in Tables 2a, 2b for cone sizes of R = 0.7 and

R = 0.4 respectively. By comparing the two tables we see that, as expected, the various
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Fig. 3. The scale variation of the cross section at LO (green), NLO (blue) and
NNLO (red) for central rapidity and three di↵erent pT bins: (a) 100 GeV<
pT <116 GeV, (b) 290 GeV< pT <318 GeV, (c) 642 GeV< pT <688 GeV.

low pT K-factors are similar to those of the central bin. At high pT the
NLO/LO K-factor varies from a large positive correction in the central bin
to a moderate negative correction in the most forward rapidity bin.

In addition to the size and shape of the theoretical predictions, the
NNLO contribution can a↵ect the residual scale variation. In Fig. 3 we show
how the cross section changes upon variation of the renormalization and
factorization scales in a low, medium and high pT bin for central rapidity.
Across all bins we observe that for fixed µF the LO cross section varies
monotonically with the variation of the renormalization scale, as is to be
expected as µR only a↵ects the value of ↵s at LO.

At NLO we observe a more complicated variation due to the appear-
ance of scale logarithms in the calculation which can oppose the variation
coming from the strong coupling for µR, µF < µ0, where µ0 is the central
scale choice, i.e. pT . The resultant shape has a maximum in the region of
µR/pT ⇠0.5-1 depending on the pT bin. The peaked shape of NLO curve
ensures that the variation of the cross section due to µR is always negative
compared to the central value. The position of the peak being close to the
central scale choice means that the scale band is smallest about this point.
Whilst such a band gives a true account for the range of values taken by the
cross section upon variation, it gives a misleading estimate of the degree to
which the cross section is changing in response to the scale variation.
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Figure 14: Inclusive jet pT spectrum integrated over rapidity at LO (green), NLO (blue)

and NNLO (red) normalised to the NLO prediction as a function of the central scale choice

for (a) cone size R = 0.7 and (b) cone size R = 0.4.

and the central predictions remain positive. The situation is much more severe for the

remaining three scales pT, pT,1, and ĤT/2, where the NLO prediction exhibits the unphys-

ical behaviour of negative cross sections already starting from pT ⇠ 400–600 GeV. In the

case of µ = pT,1 and ĤT/2, even then central prediction turns negative in the lowest pT

bin(s) below ⇠ 150 GeV. For the larger cone size of R = 0.7, on the other hand, the issue

of negative cross sections at NLO is largely alleviated, where only the choice µ = ĤT/2

exhibits this unphysical behaviour.

We summarise the findings of this section in Tables 2a, 2b for cone sizes of R = 0.7 and

R = 0.4 respectively. By comparing the two tables we see that, as expected, the various
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Jets @ NNLO

Same game, different process!! 
- Dashed line is R=0.4  
- At LO+PS recover scale uncertainty 

band of FO 
- Again NLO+PS and NLO 

comparable K factor  
- Good perturbative convergence.  
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At the end:  
So much about R-dependence. 
What happens at PbPb collisions? 
Here “C“ -term becomes dominant! 
Large R: 

Npart ⇠ R2 ⇠ pJT

Equidistant

http://arxiv.org/abs/arXiv:1807.01291
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Conclusions

- The measurement of cross sections including jets depend on R. 
- We compared for various scenarios the effects in the event 

generation (NP, MPI, PDF, higher orders).  
- Numerical studies still needed with comparable tune to same data.  
- The jet radius intrinsically produces a vetoed cross section.                                      

—> Scale variation can be misleading. 
- Fit to simple functional behavior can remove parts of contributions 

beyond FO.  
- Still need to quantify in numerical studies beyond MC generators 

how model dependent.  
- Reconsider to build observables that allow more stable FO to data 

comparisons. Then need to test the MC dependence. 
- Also in HI the R-dependence is important and needs good 

background simulations. 



The End

Thank you!

J. Bellm (Lund U.), LoopFest, MSU, 16.7.2018
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- Same as Higgs plot for Z-bosons. 
- Right: A, B and C ratios to LO+PS for Z. 
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- NNLO behaves as NLP+PS 
- Both jets can radiate and collect ISR. 


