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What happened
• Jean-Roch:

• Refactorizing the code to put more than 1 nodes per worker 

• Prepare for horovod integration


• Vladimir:

• Debugging the issue (multi-master running slower than single master) with 

profiling tool TAU

• Understand the MPI communication in-depth.


• Thong

• Implemented the dummy Keras wrapper for PyTorch model


• Make sure the algorithm work in pytorch with this keras interface

and will happen


