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Aims & Overview

● Newest Intel devices have the best floating point 
performance of any FPGAs

● OpenCL promises fast kernel design, convenient 
packaging of compute code with host-FPGA interfaces

● Aimed to execute OpenCL code on a Intel FPGA, called 
from CMSSW

●  → Towards porting real computation in a 
heterogeneous future 

● Wanted to gain experience with these devices and this 
way of designing
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Challenges

● Sioni:
– New to Intel FPGAs and OpenCL

● Lukas:
– New to OpenCL and CMSSW

● Shahzad
– Never worked with FPGAs

● Working with FPGAs is slow, what can we achieve in 4 
days?

● We had never met before!
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How we worked

● Split work between host-side and device-side
– Lukas on device-side
– Sioni on host-side

● Shahzad on the compile flow
● All:

– Worked through Intel's example codes
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What we achieved

● 'Hello world' from CMSSW
● 'scram b' compiles OpenCL kernels for Intel 

FPGAs and C++ with OpenCL wrappers
● Designed kernels for Kalman Filter state update

– Compiled for Hardware
– Standalone testing 

“Hello”
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What we achieved

● Started evaluating compiled kernels
– Thinking about resource usage, data flow
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What we achieved

● Started evaluating compiled kernels
– Thinking about resource usage, data flow
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What we learned

● Lukas
– Some OpenCL (by designing some kernels), CMSSW, tracking

● Sioni
– Some OpenCL and the C++ Wrapper (that it's a bit ugly)

● Shahzad
– About FPGAs, Intel's FPGA tools, and running them!

● All
– Intel OpenCL FPGA compiler is pretty slow... (~3 hrs for a 

design that adds 2 numbers)



9

The future...

● We want to continue working together with 
these devices

● Towards a real algorithm (Kalman Filter)
● Tighten the integration with CMSSW

● Thanks to all the organisers!
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