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Overview (Jet cross-sections at 13 TeV)

I Measurement of the inclusive-jet and dijet cross sections at 13 TeV with
an integrated luminosity of 3.2 fb−1.

I Measured cross-sections are compared to NLO QCD calculations
corrected for non-perturbative and electroweak effects.

I Level of agreement with NLO predictions is quantified via a χ2 test.

I Qualitative comparison with the recent NNLO QCD calculations for
inclusive-jet cross-section at 13 TeV.
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Event Reconstruction and Selection

I Jets reconstructed using the anti-kt algorithm, with a radius parameter
value of R=0.4.

I Jets calibrated using Monte Carlo simulation and data-driven methods.

Analysis Selection Phase-space
Inclusive-jet @13 TeV |y | < 3.0 |y | < 3.0

pT > 100 GeV pT : 100− 3500 GeV
Dijet @13 TeV y∗ < 3.0 y∗ < 3.0

pT2 > 75 GeV mjj : 300− 9000 GeV
HT2 = (pT 1 + pT 2) > 200 GeV

y∗ = |y1 − y2| /2 where 1,2 subscripts label the highest and second highest
pT jet within |y | < 3.0
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Cross-section definition

The inclusive-jet cross-section is measured as a function of the jet pT,
in six absolute jet rapidity |y | bins:

|y | < 0.5, 0.5 ≤ |y | < 1.0, 1.0 ≤ |y | < 1.5,
1.5 ≤ |y | < 2.0, 2.0 ≤ |y | < 2.5, 2.5 ≤ |y | < 3.0.

The dijet cross-section is measured as a function of the dijet invariant mass,
in six y∗ bins:

y∗ < 0.5, 0.5 ≤ y∗ < 1.0, 1.0 ≤ y∗ < 1.5,
1.5 ≤ y∗ < 2.0, 2.0 ≤ y∗ < 2.5, 2.5 ≤ y∗ < 3.0.
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Trigger

Trigger Data is selected using several jet transverse energy thresholds.

Trigger strategy Inclusive combination of single-jet triggers. arXiv:0901.4118
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I The trigger efficiency is equal to or above 99.9% in the pT range where it was considered.
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Monte Carlo Generators

Pythia, Sherpa, Powheg and Herwig++ MC generators1 used for:

Deconvolution of detector effects (unfolding) (Pythia and Sherpa).

Evaluation of non-perturbative (NP) corrections (Pythia).

Estimation of NP correction uncertainties (Pythia and Herwig++).

Propagation of experimental systematic uncertainties (Pythia and Powheg).

1The MC versions and PDF sets used for each generator are detailed in the backup
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NP corrections at 13 TeV

Considers effects from underlying-event and hadronisation.

I CNP = MC(UE ON,HAD ON)
MC(UE OFF ,HAD OFF )
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Bayesian Unfolding

I Iterative Dynamically Stabilised (IDS) method used to correct
reconstructed spectra for detector inefficiencies and resolution effects.

I Based on a transfer matrix (TM) constructed using simulated events.

I Inclusive-jet: the TM is filled jet by jet by matching a reco jet with a
particle-level jet within a radius of R = 0.3.

I Dijet: the TM is filled event by event when lying in the same y∗ bin.
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pT Transfer Matrix
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Theoretical Predictions

I QCD calculations: Done with NLOJet++ plus non-perturbative and
electroweak corrections

Nominal scale choices:
I Inclusive-jet: leading jet pT (pmax

T ).
I Dijet: pmax

T e0.3y∗

PDFs: CT14, NNPDF 3.0, MMHT14, HERAPDF 2.0, ABMP16.
Uncertainties in the NLO calculation:

I (µR, µF) scale variations (dominant at low pT).
I PDFs (dominant at high pT).
I αs variation (mostly constant in all pT and |y | ranges considered).

Additional theoretical uncertainty:
I Alternative scale choice based on each jet pT (pjet

T ). Difference w.r.t to
pmax

T was treated as an uncertainty.
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NLO QCD uncertainties at 13 TeV
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Results: Cross-section comparison
7 TeV (arXiv:1410.8857)
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Figure 7. Double-differential inclusive jet cross-sections as a function of the jet pT in bins of
rapidity, for anti-kt jets with R = 0.6. For presentation, the cross-sections are multiplied by
the factors indicated in the legend. The statistical uncertainties are smaller than the size of the
symbols used to plot the cross-section values. The shaded areas indicate the experimental systematic
uncertainties. The data are compared to NLO pQCD predictions calculated using NLOJET++
with the CT10 NLO PDF set, to which non-perturbative corrections and electroweak corrections
are applied. The open boxes indicate the predictions with their uncertainties. The 1.8% uncertainty
from the luminosity measurement is not shown.

The ratios of the NLO pQCD predictions to the measured cross-sections are presented
in figures 8–11. The comparison is shown for the predictions using the NLO PDF sets
CT10, MSTW 2008, NNPDF 2.1, HERAPDF1.5 and ABM 11 (nf = 5). The predictions
are generally consistent with the measured cross-sections for jets with both radius parameter
values, though the level of consistency varies among the predictions with the different PDF
sets.

A quantitative comparison of the theoretical predictions to the measurement is per-
formed using a frequentist method. The employed method is fully described in ref. [57] for
the ATLAS dijet cross-section measurement. It uses a generalised definition of χ2 which
takes into account the asymmetry of the uncertainties. A large set of pseudo-experiments is

– 18 –
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8 TeV (arXiv:1706.03192)

The simulation using a matched parton shower has a more coherent treatment of the e↵ect of parton
showers and hadronisation than the approach using a fixed-order NLO QCD calculation corrected for non-
perturbative e↵ects. However, ambiguities in the matching procedure and the tuning of the parton shower
parameters based on processes simulated only at leading order by Pythia 8 may introduce additional
theoretical uncertainties. Therefore, quantitative comparisons using theoretical uncertainties based on
Powheg are not performed in this paper.
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Figure 5: Inclusive jet cross-section as a function of jet pT in bins of jet rapidity. The results are shown for jets
identified using the anti-kt algorithm with R = 0.4. For better visibility the cross-sections are multiplied by the
factors indicated in the legend. The data are compared to the NLO QCD prediction with the MMHT2014 PDF set
corrected for non-perturbative and electroweak e↵ects. The error bars indicate the statistical uncertainty and the
systematic uncertainty in the measurement added in quadrature. The statistical uncertainty is shown separately by
the inner vertical line.

18

I 7 TeV result shown as a
comparison with 8 and 13 TeV.

I Significant improvement in
systematics and range w.r.t 7
TeV measurement.

I Greater pT range reached by
13 TeV w.r.t 8 TeV.

13 / 27



Results: NLOJet++ vs Unfolded Data (Incl-jet 13 TeV)
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y⇤ bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y⇤ bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

p
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y⇤ regions, as observed in
the previous ATLAS measurement at

p
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y⇤ bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y⇤ bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

p
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y⇤ regions, as observed in
the previous ATLAS measurement at
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s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y⇤ bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y⇤ bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

p
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y⇤ regions, as observed in
the previous ATLAS measurement at

p
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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I NNPDF, CT14 and MMHT overestimate the cross-section for the last two |y | bins.
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y⇤ bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y⇤ bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

p
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y⇤ regions, as observed in
the previous ATLAS measurement at

p
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 9: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y⇤ bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y | < 0.5 67% 65% 62% 31% 50%
0.5  |y | < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0  |y | < 1.5 65% 61% 67% 50% 55%
1.5  |y | < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0  |y | < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5  |y | < 3.0 62% 71% 69% 25% 55%

pjet
T

|y | < 0.5 69% 67% 66% 30% 46%
0.5  |y | < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0  |y | < 1.5 69% 62% 68% 45% 54%
1.5  |y | < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0  |y | < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5  |y | < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Figure 9: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios of
predictions to the measured cross-sections. These ratios are shown as a function of the jet m j j in six y⇤ bins for
anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y | < 0.5 67% 65% 62% 31% 50%
0.5  |y | < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0  |y | < 1.5 65% 61% 67% 50% 55%
1.5  |y | < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0  |y | < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5  |y | < 3.0 62% 71% 69% 25% 55%

pjet
T

|y | < 0.5 69% 67% 66% 30% 46%
0.5  |y | < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0  |y | < 1.5 69% 62% 68% 45% 54%
1.5  |y | < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0  |y | < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5  |y | < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Figure 7: Comparison of the measured inclusive jet cross-sections and the NLO pQCD predictions shown as the
ratios of predictions to the measured cross-sections. These ratios are shown as a function of the jet pT in six |y | bins
for anti-kt jets with R = 0.4. The predictions calculated using NLOJET++ with di�erent PDF sets (CT14, MMHT
2014, NNPDF 3.0) are shown. Non-perturbative and electroweak corrections were applied to the predictions. Their
uncertainties are shown by the color lines, including all the uncertainties discussed in Section 9. The grey band
shows the uncertainty including both, systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical
uncertainties.

Table 2 shows the summary of the observed Pobs values for each individual rapidity bin of the inclusive jet
measurement. The �2/dof obtained from a global fit using all the pT and rapidity bins of the measurement
are shown in Table 3. Table 4 shows the summary of observed Pobs values for each y⇤ bin of the dijet
measurement, as well as the ones from a global fit using all the m j j and y⇤ bins.

Fair agreement is seen (with p-values in the percent range) when considering jet cross-sections in individual
jet rapidity or y⇤ bins treated independently. A strong tension between data and theory is observed
when considering data points from all jet transverse momentum and rapidity regions in the inclusive jet
measurement, a behavior already observed in the previous ATLAS measurement at

p
s = 8 TeV [12]. For

the dijet measurement, the agreement is fair when considering events from all y⇤ regions, as observed in
the previous ATLAS measurement at

p
s = 7 TeV [10].

Consideration of all data points together requires a good understanding of the correlations of the ex-
perimental and theoretical systematic uncertainties in jet pT and rapidity. Although the correlations of
most uncertainties on the jet energy measurement are generally well known [44], the systematic un-
certainties that are based on simple comparisons between two options (two-point systematics), like the
multijet balance uncertainties due to di�erent fragmentation models or the theoretical uncertainty related
to the alternative scale choice, are not well defined and therefore alternative decorrelation scenarios to
the default full correlation model can in principle be used. In these, systematic uncertainties are split
in sub-components whose size varies with jet rapidity and pT, keeping their quadratic sum equal to the
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y⇤ ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y⇤ < 0.5 79% 59% 50% 71% 71%

0.5  y⇤ < 1.0 27% 23% 19% 32% 31%
1.0  y⇤ < 1.5 66% 55% 48% 66% 69%
1.5  y⇤ < 2.0 26% 26% 28% 9.9% 25%
2.0  y⇤ < 2.5 43% 35% 31% 4.2% 21%
2.5  y⇤ < 3.0 45% 46% 40% 25% 38%

all y⇤ bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y⇤ range. The last row of the table corresponds to a global fit using all m j j and y⇤ bins of the dijet measurement.
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.
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y⇤ ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y⇤ < 0.5 79% 59% 50% 71% 71%

0.5  y⇤ < 1.0 27% 23% 19% 32% 31%
1.0  y⇤ < 1.5 66% 55% 48% 66% 69%
1.5  y⇤ < 2.0 26% 26% 28% 9.9% 25%
2.0  y⇤ < 2.5 43% 35% 31% 4.2% 21%
2.5  y⇤ < 3.0 45% 46% 40% 25% 38%

all y⇤ bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y⇤ range. The last row of the table corresponds to a global fit using all m j j and y⇤ bins of the dijet measurement.
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18,
19] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color
lines, including all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both,
systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

Pobs
y⇤ ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y⇤ < 0.5 79% 59% 50% 71% 71%

0.5  y⇤ < 1.0 27% 23% 19% 32% 31%
1.0  y⇤ < 1.5 66% 55% 48% 66% 69%
1.5  y⇤ < 2.0 26% 26% 28% 9.9% 25%
2.0  y⇤ < 2.5 43% 35% 31% 4.2% 21%
2.5  y⇤ < 3.0 45% 46% 40% 25% 38%

all y⇤ bins 8.1% 5.5% 9.8% 0.1% 4.4%

Table 4: Summary of observed Pobs values obtained from the comparison of the dijet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e�ects for various PDF sets and for each individual
y⇤ range. The last row of the table corresponds to a global fit using all m j j and y⇤ bins of the dijet measurement.
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Figure 12: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections are shown
as a function of the jet pT in six |y | bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Ref. [18, 19]
using NNLOJET with pmax

T as the QCD scale and MMHT 2014 NNLO PDF. Non-perturbative and electroweak
corrections were applied to the predictions. The NLO and NNLO uncertainties are shown by the color lines, including
all the uncertainties discussed in Section 9. The grey band shows the uncertainty including both, systematic (JES,
JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

11 Conclusion

The inclusive jet and dijet cross-sections in proton–proton collisions at
p

s = 13 TeV are measured for jets
reconstructed with the anti-kt algorithm with a jet radius parameter value of R = 0.4. The measurements
use the data collected at the LHC with the ATLAS detector during 2015 corresponding to an integrated
luminosity of up to 3.2 fb�1. The inclusive jet cross-sections are measured double-di�erentially in the jet
transverse momentum and jet rapidity in a kinematic region between 100 GeV and 3.5 TeV within |y | < 3.
The dijet cross-sections are measured double-di�erentially in the invariant mass of the dijet system and
absolute half rapidity separation between two leading jets covering 300 GeV < m j j < 9 TeV and y⇤ < 3.
The dominant systematic uncertainty arises from the jet energy calibration.

A quantitative comparison of the measurements to fixed-order NLO QCD calculations, corrected for
non-perturbative and electroweak e�ects, shows overall fair agreement (with p-values in the percent
range) when considering jet cross-sections in individual jet rapidity bins independently. In the inclusive
jet measurement, a strong tension (with p-values ⌧ 10�3) between data and theory is observed when
considering data points from all jet transverse momentum and rapidity regions. No significant deviations
between the inclusive jet cross-sections and the fixed-order NNLO QCD calculations corrected for non-
perturbative and electroweak e�ects are observed when using pjet

T as QCD scale. The NNLO pQCD
predictions using pmax

T as scale overestimates the measured inclusive jet cross-sections.

24

This is not what we want

16 / 27



Results: p-values w.r.t NLO (Inclusive-jet 13 TeV)

Pobs

Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
pmax
T

|y| < 0.5 67% 65% 62% 31% 50%
0.5  |y| < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0  |y| < 1.5 65% 61% 67% 50% 55%
1.5  |y| < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0  |y| < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5  |y| < 3.0 62% 71% 69% 25% 55%

pjet
T

|y| < 0.5 69% 67% 66% 30% 46%
0.5  |y| < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0  |y| < 1.5 69% 62% 68% 45% 54%
1.5  |y| < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0  |y| < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5  |y| < 3.0 65% 72% 72% 28% 59%
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Results: global fits (Inclusive-jet 13 TeV)

χ2/dof
CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

all |y| bins
pmax
T 419/177 431/177 404/177 432/177 475/177

pjetT 399/177 405/177 384/177 428/177 455/177

I Strong tensions (p-values� 10−3) observed when considering all jet pT
and |y | regions. Similar pattern present also at 8 TeV.

I Numerous studies on the correlation of the systematic sources were
done but the tension remains.
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Results: p-values (Dijets 13 TeV)

Pobs

y∗ ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16
y∗ < 0.5 79% 59% 50% 71% 71%

0.5 ≤ y∗ < 1.0 27% 23% 19% 32% 31%
1.0 ≤ y∗ < 1.5 66% 55% 48% 66% 69%
1.5 ≤ y∗ < 2.0 26% 26% 28% 9.9% 25%
2.0 ≤ y∗ < 2.5 43% 35% 31% 4.2% 21%
2.5 ≤ y∗ < 3.0 45% 46% 40% 25% 38%
all y∗ bins 8.1% 5.5% 9.8% 0.1% 4.4%

I As opposed to the inclusive case, good agreement when considering all
y∗ bins together.
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Conclusions: Inclusive-jet and dijet analyses

I The measurements of the inclusive jet and dijet cross-sections at 13 TeV
was presented.

I The Data were collected with the ATLAS detector during 2015
corresponding to an integrated luminosity of 3.2 fb−1.

I Quantitative(Qualitative) comparisons between data and NLO(NNLO)
pQCD calculations, corrected by NP and EW effects, were performed.

I Fair agreement when considering jet cross-sections in individual |y |,y∗

bins independently.

I Tensions between data and theory observed when considering data from
all jet pT and |y | regions.

I No significant deviations between data and NNLO when using pjet
T scale.

I NNLO overestimates the cross-sections when using pmax
T scale.
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Monte Carlo Generators @8TeV & @13TeV

I Simulated events using the Pythia v8.160(v8.186) MC generator with
CT10(NNPDF 2.3) LO PDF and AU2(A14) tune.

I Evaluation of non-perturbative uncertainties: Pythia v8.186 and
Herwig++ v2.7.1.
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Experimental uncertainties @13 TeV

I The Jet Energy Scale, Jet Energy Resolution and Luminosity uncertainties were
estimated and taken into account using MC and data-driven techniques.

I The JES is the dominating uncertainty.
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Systematics: Correlation Studies at 13 TeV

I To test in a realistic way the sensitivity to the correlations, alternative
scenarios were provided for the two-point systematics.

I A complete description of these studies can be found in the 8 TeV
measurement arXiv:1706.03192.

I Different options for splitting the systematics in sub-components as a
function of pT and |y | where studied.

I For the theoretical uncertainties 3 other splitting options were tried as
discussed here.

I The χ2 is reduced by up to 58 units by splitting both the theoretical and
experimental uncertainties.

I Despite this, the corresponding pobs values are still� 10−3
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Systematics: Correlation Studies at 13 TeV�2 studies — Correlation studies

Summary of the 18 options for splitting the two-point systematic uncertainties into two
(first 12) or three (last 6) sub-components:

Table 4: Summary of the 18 options for splitting the two-point systematic uncertainties into two (first 12 options)
or three (last 6 options) sub-components. One or two sub-components are defined in the table, as fractions of the
original uncertainty. An extra (complementary) sub-component completes them, such that the sum in quadrature of
all the sub-components in each splitting option equals the original uncertainty. L(x,min,max) = (x � min)/(max �
min), for x in the range [min,max], L(x,min,max) = 0 for x < min, L(x,min,max) = 1 for x > max.

Splitting option Sub-component(s) definition(s), completed by complementary
1 L(ln(pT[TeV]), ln(0.1), ln(2.5))· uncertainty
2 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · 0.5· uncertainty
3 L(pT[TeV], 0.1, 2.5)· uncertainty
4 L(pT[TeV], 0.1, 2.5) · 0.5· uncertainty
5 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2)· uncertainty
6 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2) · 0.5· uncertainty
7 L(|y|, 0, 3)· uncertainty
8 L(|y|, 0, 3) · 0.5· uncertainty
9 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3)· uncertainty
10 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·

p
1 � L(|y|, 0, 3)2· uncertainty

11 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3) · 0.5· uncertainty
12 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·

p
1 � L(|y|, 0, 3)2 · 0.5· uncertainty

13 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
p

1 � L(|y|, 0, 1.5)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1.5, 3)· uncertainty

14 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
p

1 � L(|y|, 0, 1)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1, 3)· uncertainty

15 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
p

1 � L(|y|, 0, 2)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 2, 3)· uncertainty

16
p

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
p

1 � L(|y|, 0, 1.5)2· uncertaintyp
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1.5, 3)· uncertainty

17
p

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
p

1 � L(|y|, 0, 1)2· uncertaintyp
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1, 3)· uncertainty

18
p

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
p

1 � L(|y|, 0, 2)2· uncertaintyp
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 2, 3)· uncertainty

37

Where:

L(x , min, max) =
x � min

max � min

for x in the range [min,max]

L(x , min, max) = 0 for x < min

L(x , min, max) = 1 for
x > max

An extra sub-component completes them, such that the sum in quadrature of
sub-components equals the original uncertainty
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Results: NLOJet++ vs Unfolded Data (8 TeV)
(arXiv:1706.03192)
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Figure 7: Ratio of the inclusive jet cross-section predicted by NLO QCD corrected for non-perturbative and elec-
troweak e↵ects to the cross-section in data as a function of the jet pT in each jet rapidity bin. Shown are the
predictions for various PDF sets for anti-kt jets with R = 0.4. The points are o↵set in jet pT for better visibility. The
error bars indicate the total theory uncertainty. The grey band shows the total uncertainty in the measurement.

10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e↵ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e↵ects. This di↵erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e↵ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e↵ects in correctly describing the jet radius
dependence.

25

T
h

e
o

ry
/D

a
ta

0.7
0.8

0.9
1

1.1
1.2

1.3
1.4 |y|<0.5

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
|y|<1.0≤0.5

 [GeV]
T,jet

p
70 210 210×2 310 310×2

0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6

|y|<1.5≤1.0

T
h

e
o

ry
/D

a
ta

0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2 |y|<2.0≤1.5

0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2

|y|<2.5≤2.0

 [GeV]
T,jet

p
70 210 210×2 310

0.5

1

1.5

2

2.5

3 |y|<3.0≤2.5

ATLAS

-1L = 20.2 fb

 = 8 TeVs

 R = 0.4tanti-k

Data

NLO QCD
Pythia8 AU2CT10

NP k⊗ EW k⊗

max

T, jet
 = p

F
µ = 

R
µ

CT14

HERAPDF2.0

NNPDF3.0

MMHT2014

Figure 7: Ratio of the inclusive jet cross-section predicted by NLO QCD corrected for non-perturbative and elec-
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predictions for various PDF sets for anti-kt jets with R = 0.4. The points are o↵set in jet pT for better visibility. The
error bars indicate the total theory uncertainty. The grey band shows the total uncertainty in the measurement.

10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e↵ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e↵ects. This di↵erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e↵ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e↵ects in correctly describing the jet radius
dependence.

25

T
h
e
o
ry

/D
a
ta

0.7
0.8

0.9
1

1.1
1.2

1.3
1.4 |y|<0.5

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
|y|<1.0≤0.5

 [GeV]
T,jet

p
70 210 210×2 310 310×2

0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6

|y|<1.5≤1.0

T
h
e
o
ry

/D
a
ta

0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2 |y|<2.0≤1.5

0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2

|y|<2.5≤2.0

 [GeV]
T,jet

p
70 210 210×2 310

0.5

1

1.5

2

2.5

3 |y|<3.0≤2.5

ATLAS

-1L = 20.2 fb

 = 8 TeVs

 R = 0.4tanti-k

Data

NLO QCD
Pythia8 AU2CT10

NP k⊗ EW k⊗

max

T, jet
 = p

F
µ = 

R
µ

CT14

HERAPDF2.0

NNPDF3.0

MMHT2014

Figure 7: Ratio of the inclusive jet cross-section predicted by NLO QCD corrected for non-perturbative and elec-
troweak e↵ects to the cross-section in data as a function of the jet pT in each jet rapidity bin. Shown are the
predictions for various PDF sets for anti-kt jets with R = 0.4. The points are o↵set in jet pT for better visibility. The
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The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e↵ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e↵ects. This di↵erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e↵ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e↵ects in correctly describing the jet radius
dependence.
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Figure 7: Ratio of the inclusive jet cross-section predicted by NLO QCD corrected for non-perturbative and elec-
troweak e↵ects to the cross-section in data as a function of the jet pT in each jet rapidity bin. Shown are the
predictions for various PDF sets for anti-kt jets with R = 0.4. The points are o↵set in jet pT for better visibility. The
error bars indicate the total theory uncertainty. The grey band shows the total uncertainty in the measurement.

10.4 Comparisons with NLO QCD calculation including parton showers and
fragmentation

The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are
shown in Figure 9 and Figure 10 as a function of the jet pT in bins of the jet rapidity. The measurements
are also compared to the NLO QCD prediction using the CT10 PDF set and corrected for non-perturbative
e↵ects with the same MC generator configuration as was used for Powheg. Electroweak corrections are
also applied in both cases.

For anti-kt jets with R = 0.4 the Powheg prediction is lower than the one from fixed-order NLO QCD
corrected for non-perturbative e↵ects. This di↵erence increases towards high-pT and decreases with jet
rapidity. In the most forward rapidity region the two predictions are similar. For anti-kt jets with R = 0.6
the Powheg prediction is higher than the fixed-order NLO QCD prediction at low pT and lower at high
pT. In the most forward rapidity region the two predictions are similar.

The ratio of the Powheg prediction to data is less dependent on the jet radius than the same ratio using
the fixed-order NLO QCD prediction corrected for non-perturbative e↵ects. The theory to data ratio for
anti-kt jets with R = 0.6 and the same ratio for anti-kt jets with R = 0.4 is unity within 5% for all jet
pT and rapidities while the fixed-order calculation shows deviations of up to 15% for low pT jets in the
central region. This indicates the importance of parton shower e↵ects in correctly describing the jet radius
dependence.
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Figure 8: Ratio of the inclusive jet cross-section predicted by NLO QCD corrected for non-perturbative and elec-
troweak e↵ects to the cross-section in data as a function of the jet pT in each jet rapidity bin. Shown are the
predictions for various PDF sets for anti-kt jets with R = 0.6. The points are o↵set in jet pT for better visibility. The
error bars indicate the total theory uncertainty. The grey band shows the total uncertainty in the measurement.
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EW corrections at 13 TeV
I NLO pQCD predictions are corrected for the effects of γ and W±/Z

interactions at the tree and 1-loop level

I The correction is defined as the ratio

σ(2→2,LO(QCD)+NLO(EW))
σ(2→2,LO(QCD))
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Unfolding Procedure

1 Matching impurity at reconstructed level (Pj ).

2 Migrations between neighbour pT(mjj ) bins (Aij ).

3 Matching inefficiency at particle-level (Ei ).

Nunfolded
i =

∑
j

N reco
j · Pj · Aij / Ei
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