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Candidate equation of states

 ρ

Figure 7

(Left) A large sample of proposed equations of state calculated under different physical assumptions and
using a range of computational approaches. See the text for the descriptions of the equations of state, the
acronyms, and the references. (Right) The mass-radius curves corresponding to the equations of state
shown in the left panel.

this figure. Also note that the astrophysically relevant parts of these curves lie above ∼ 1 M⊙. An

important characteristic of many of these curves is that the radius remains nearly constant for the

astrophysically relevant range of masses. The notable exceptions are the self-bound strange stars
(e.g., SQM), where the radius increases with increasing mass, and stars with condensates (e.g., GS1-

2, GM, PS) where the radius decreases with mass past the point where the central density reaches

the critical one where the phase transition occurs. The mass-radius curves are also characterized
by a maximum mass beyond which there are no stable solutions. In general, equations of state

with relatively higher pressures at densities above ∼ 4 ρsat have higher maximum masses. The
presence of non-nucleonic phases, such as hyperons or condensates, reduces the pressure (referred

to as softening the equation of state) lead to smaller maximum masses.

In the remainder of this section, we will discuss how neutron star masses and radii can be used
to pin down the ultradense matter equation of state, the methodologies developed towards this

goal, and the current state of the measurements. However, we first briefly describe the constraints

on the nuclear EoS at nuclear density from low energy experiments.

4.2. Constraints on the EoS from Low Energy Experiments

For symmetric matter (i.e., nuclei containing roughly equal number of neutrons and protons) near

the nuclear saturation density, there is a range of experimental constraints. Most robustly, two-body

potentials can be inferred from nucleon-nucleon scattering data below 350 MeV and the properties
of light nuclei (Akmal, Pandharipande & Ravenhall 1998; Morales, Pandharipande & Ravenhall

2002).
The other significant constraints that arise from these experiments and are relevant for the

neutron-star equation of state are often expressed in terms of the symmetry energy parameters:

Sv and L (see eq’ns 18 and 19 in the previous section as well as the discussion in Lattimer 2012).
The experiments that yield the most accurate data and the least model-dependent results involve
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Figure 2

The most recent measurement of neutron star masses. Double neutron stars (magenta), recycled pulsars
(gold), bursters (purple), and slow pulsars (cyan) are included.

masses, from ≈ 1.1−2 M⊙. The differences between the neutron star masses in different categories

are also evident. To study and characterize the mass distributions of these different classes in more
detail, it is possible to use Bayesian statistical techniques on the currently available measurements.

In particular, the three different categories of sources, namely, the DNSs, the slow pulsars (i.e., the
small spin period pulsars and neutron stars with high mass companions, which are likely to be near

their birth masses) and the recycled pulsars (which include all MSPs and the accreting neutron

stars with low-mass companions) can each be modeled with Gaussian functions with a mean of M0

and a dispersion σ

P (MNS;M0,σ) =
1

√
2πσ2

exp

[

−
(MNS −M0)

2

2σ2

]

. (8)

Several studies have employed Bayesian techniques to measure the most likely values of the mean

and dispersion for these systems (Özel et al. 2012; Kiziltan et al. 2013). Fig. 3 shows the inferred
mass distributions for these different categories of neutron stars. The most likely values of the
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(Left) A large sample of proposed equations of state calculated under different physical assumptions and
using a range of computational approaches. See the text for the descriptions of the equations of state, the
acronyms, and the references. (Right) The mass-radius curves corresponding to the equations of state
shown in the left panel.
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the nuclear saturation density, there is a range of experimental constraints. Most robustly, two-body
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The experiments that yield the most accurate data and the least model-dependent results involve
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Observational constraints

ω

Figure 4

The combined constraints at the 68% confidence level over the neutron star mass and radius obtained from
(Left) all neutron stars in low-mass X-ray binaries during quiescence (Right) all neutron stars with
thermonuclear bursts. The light grey lines show mass-relations corresponding to a few representative
equations of state (see Section 4.1 and Fig. 7 for detailed descriptions.)

(Guillot et al. 2013; Guillot & Rutledge 2014; Lattimer & Steiner 2014; Özel et al. 2015). The most

recent results are displayed as correlated contours on the neutron-star mass-radius diagram4 (see
Fig. 4).

Several sources of systematic uncertainties that can affect the radius measurements have been

studied, which we discuss in some detail below.

Atmospheric Composition. The majority of qLMXBs for which optical spectra have been ob-
tained show evidence for Hα emission (Heinke et al. 2014), indicating a hydrogen rich companion.

Although none of these spectra have been obtained for globular cluster qLMXBs, assuming that
sources in globular clusters have similar companions to those in the field led to the use of hydrogen

atmospheres when modeling quiescent spectra. There is one source among the six that have been

analyzed in detail, for which there is evidence to the contrary. There is only an upper limit on the
Hα emission from the qLMXB in NGC 6397 using HST observations (Heinke et al. 2014). Because

of this, this source has been modeled with a helium atmosphere and the corresponding results are

displayed in Fig. 4.

Non-thermal Component. Assuming different spectral indices in modeling the none-thermal

spectral component also has a small effect on the inferred radii (Heinke et al. 2014). The low

counts in the spectra do not allow an accurate measurement of this parameter; however, a range of
values have been explored in fitting the data.

Interstellar Extinction. Because of the low temperature of the surface emission from qLMXBs,

the uncertainty in the interstellar extinction has a non-negligible effect on the spectral analyses. Dif-
ferent amounts of interstellar extinction have been assumed in different studies (Guillot et al. 2013;

Lattimer & Steiner 2014). A recent study explored different models for the interstellar extinction

4The full mass-radius likelihoods and tabular data for these sources can be found at
http://xtreme.as.arizona.edu/NeutronStars.
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Binary neutron star systems
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• As NSs near, gravitational gradient across NS diameter deforms the star
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Binary neutron star systems

• At large orbital separations, tidal field is weak


• As NSs near, gravitational gradient across NS diameter deforms the star


• The amount NS deforms is related to the EOS and radius
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Binary neutron star systems

• At large orbital separations, tidal field is weak


• As NSs near, gravitational gradient across NS diameter deforms the star


• The amount NS deforms is related to the EOS and radius
  Deformability described by:   

( Λ1, Λ2 ) 
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Tidal effects measured in GW170817

LIGO, Virgo Collaboration: 1710.05832

low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional to k2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-7

• high-spin prior: 𝜒 ≤ 0.89 • low-spin prior: 𝜒 ≤ 0.05
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Tidal effects measured in GW170817

LIGO, Virgo Collaboration: 1805.11579
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FIG. 9. Inferred spin parameters using the PhenomPNRT
model as in Fig. 8, but in the low-spin case where the dimen-
sionless component spin magnitudes � < 0.05. The posterior
probability densities for the dimensionless spin components
and for �p are plotted at the reference gravitational wave fre-
quency of f = 100 Hz.

by the small uncertainty in chirp mass. The lengths of
these bands are determined by the uncertainty in mass
ratio. They have most of their support near the ⇤

1

= ⇤
2

line corresponding to the equal mass case, and end at the
90% lower limit for the mass ratio. The predicted values
of the tidal parameters for the EOSs MS1, MS1b, and H4
lie well outside of the 90% credible region for both the
low-spin and high-spin priors, and for all waveform mod-
els. This can be compared to Fig. 5 of [3] where H4 was
still marginally consistent with the 90% credible region.

The leading tidal contribution to the GW phase evo-
lution is a mass-weighted linear combination of the two
tidal parameters ⇤̃ [135]. It first appears at 5PN order
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FIG. 10. PDFs for the tidal deformability parameters ⇤1 and
⇤2 using the high-spin (top) and low-spin (bottom) priors.
The blue shading is the PDF for the precessing waveform
PhenomPNRT. The 50% (dashed) and 90% (solid) credible
regions are shown for the four waveform models. The seven
black curves are the tidal parameters for the seven represen-
tative EOS models using the masses estimated with the Phe-
nomPNRT model, ending at the ⇤1 = ⇤2 boundary.
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In Fig. 11 we show marginalized posteriors of ⇤̃ for the
two spin priors and four waveform models. Because we
used flat priors for ⇤

1

and ⇤
2

, the prior for ⇤̃, and thus
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• high-spin prior: 𝜒 ≤ 0.89 • low-spin prior: 𝜒 ≤ 0.05
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the posterior for ⇤̃, goes to zero in the limit ⇤̃ ! 0. To
avoid the misinterpretation that there is no evidence for
⇤̃ = 0, we reweight the posterior for ⇤̃ by dividing by the
prior used, e↵ectively imposing a flat prior in ⇤̃. In prac-
tice, this is done by dividing a histogram of the posterior
by a histogram of the prior. The resulting histogram is
then resampled and smoothed with kernel density esti-
mation. We have verified the validity of the reweighting
procedure by comparing the results to runs where we fix
⇤

2

= 0 and use a flat prior in ⇤̃. This di↵ers from the
reweighting procedure only in the small, next-to-leading-
order tidal e↵ect.

After reweighting there is still some support at ⇤̃ = 0.
For the high-spin prior, we can only place a 90% upper
limit on the tidal parameter, shown in Fig. 11 and listed
in Tables II and IV. For the TaylorF2 model, this 90% up-
per limit can be directly compared to the value reported
in [3]. We note, however, that due to a bookkeeping error
the value reported in [3] should have been 800 instead of
700. Our improved value of 730 is ⇠ 10% less than this
corrected value. As with the ⇤

1

–⇤
2

posterior (Fig. 10),
the three models with the NRTidal prescription predict
90% upper limits that are consistent with each other and
less than the TaylorF2 results by ⇠ 10%. For the low-
spin prior, we can now place a two-sided 90% highest
posterior density (HPD) credible interval on ⇤̃ that does
not contain ⇤̃ = 0. This 90% HPD interval is the smallest
interval that contains 90% of the probability.

The PDFs for the NRTidal waveform models are bi-
modal. The secondary peak’s origin is the subject of
further investigation, but it may result from a specific
noise realization, as similar results have been seen with
injected waveforms with simulated Gaussian noise (see
Fig. 4 of [135]).

In Fig. 11 we also show posteriors of ⇤̃ (gray PDFs)
predicted by the same EOSs as in Fig. 10, evaluated us-
ing the masses m

1

and m
2

sampled from the posterior.
The sharp cuto↵ to the right of each EOS posterior cor-
responds to the equal mass ratio boundary. Again, as in
Fig. 10, the EOSs MS1, MS1b, and H4 lie outside the
90% credible upper limit, and are therefore disfavored.

The di↵erences between the high-spin prior and low-
spin prior can be better understood from the joint pos-
terior for ⇤̃ and the mass ratio q. Figure 12 shows these
posteriors for the PhenomPNRT model without reweight-
ing by the prior. For mass ratios near q = 1, the two
posteriors are similar. However, the high-spin prior al-
lows for a larger range of mass ratios, and for smaller
values of q there is more support for small values of ⇤̃.
If we restrict the mass ratio to q >⇠ 0.5, or equivalently
m

2

>⇠ 1 M�, we find that there is less support for small
values of ⇤̃, and the two posteriors for ⇤̃ are nearly iden-
tical.

To verify that we have reliably measured the tidal
parameters, we supplement the four waveforms used in
this paper with two time-domain EOB waveform models:
SEOBNRv4T [75, 136] and TEOBResumS [74]. SEOB-
NRv4T includes dynamical tides and the e↵ects of the
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FIG. 11. PDFs of the combined tidal parameter ⇤̃ for the
high-spin (top) and low-spin (bottom) priors. Unlike in Fig. 6,
the PDFs have been reweighted by dividing by the origi-
nal prior for ⇤̃ (also shown). The 90% HPD credible in-
tervals are represented by vertical lines for each of the four
waveform models: TaylorF2, PhenomDNRT, SEOBNRT, and
PhenomPNRT. For the high-spin prior, the lower limit on
the credible interval is ⇤̃ = 0. The seven gray PDFs are
those for the seven representative EOSs using the masses es-
timated with the PhenomPNRT model. Their normalization
constants have been rescaled to fit in the figure. For these
EOSs, a 1.36M� NS has a radius of 10.4 km (WFF1), 11.3 km
(APR4), 11.7 km (SLy), 12.4 km (MPA1), 14.0 km (H4),
14.5 km (MS1b), and 14.9 km (MS1).

spin-induced quadrupole moment. TEOBResumS incor-
porates a gravitational-self-force re-summed tidal poten-
tial and the spin-induced quadrupole moment. Both
models are compatible with state-of-the-art BNS numer-
ical simulations up to merger [77, 137].

Unfortunately, these waveform models are too expen-
sive to be used for parameter estimation with LALIn-
ference. We therefore use the parallelized, but less
validated parameter estimation code RapidPE [78, 79].
This code uses a di↵erent procedure from the standard
LALInference code for generating posterior samples
and allows for parameter estimation with significantly
more expensive waveform models. For each point in the
intrinsic parameter space, RapidPE marginalizes over
the extrinsic parameters with Monte Carlo integration.
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FIG. 12. PDFs for the tidal parameter ⇤̃ and mass ratio q

using the PhenomPNRT model for the high-spin (blue) and
low-spin (orange) priors. Unlike Fig. 11, the posterior is not
reweighted by the prior, so the support that is seen at ⇤̃ = 0
is due to smoothing from the KDE. The 50% (dashed) and
90% (solid) credible regions are shown for the joint posterior.
The 90% credible interval for ⇤̃ is shown by vertical lines and
the 90% lower limit for q is shown by horizontal lines.

For aligned-spin models, the resulting 6-dimensional in-
trinsic marginalized posterior is then adaptively sampled
and fit with Gaussian process regression. Samples from
this fitted posterior are then drawn using a Markov-chain
Monte Carlo algorithm.

We performed runs with RapidPE using the low-spin
prior for three waveform models. The first used the
PhenomDNRT waveform for a direct comparison with
the LALInference result. The 90% highest poste-
rior density credible interval for ⇤̃ is shifted downward
from (70, 730) using LALInference to (20, 690) using
RapidPE. Although these di↵erences are not negligi-
ble, they are still smaller than the di↵erences between
di↵erent waveform models. The main di↵erence, how-
ever, is that ⇤̃ has a bimodal structure using LALIn-
ference that is not seen with RapidPE. There are sev-
eral possible reasons for this di↵erence. One possibility
is over-smoothing from the Gaussian process regression
fit used in RapidPE. Another possibility is di↵erences
in data processing when evaluating the likelihood func-
tions for the two codes. In addition, RapidPE does
not marginalize over detector calibration uncertainties.
However, comparisons using LALInference with and
without calibration error marginalization show that this
cannot account for the di↵erences between LALInfer-
ence and RapidPE. Unfortunately, we have not been
able to resolve the di↵erences in the shape of the pos-

terior. Given its extensive previous use and testing we
use LALInference for our main results, and only use
RapidPE for exploratory studies, leaving detailed com-
parisons to future work. For the two EOB waveforms,
the 90% highest posterior density credible interval for ⇤̃
is (0, 560) for SEOBNRv4T and (10, 690) for TEOBRe-
sumS. We note that the lower bound for SEOBNRv4T
of ⇤̃ = 0 is not the result of railing against the ⇤̃ = 0
bound. The posterior value is the same for the lower and
the upper limits of the 90% credible interval.

Recently, De et al. performed an independent analysis
of the GW data to measure the tidal parameters [138].
Their results are broadly consistent with those presented
here, but are made under the assumption that the two
merging NSs have the same EOS. They assume that the
two NSs have identical radii and that the tidal deforma-
bility of the individual stars are related by the approxi-
mate relation ⇤

1

= q6⇤
2

, whereas we allow the tidal pa-
rameters to vary independently. Furthermore [138] used
the TaylorF2 waveform model and restricted the spin
components �

1z and �
2z to be uniform in [-0.05, 0.05]

(similar to our low-spin prior on the spin magnitudes).
Their results for their least restrictive mass prior, where
they allow m

1

and m
2

to vary uniformly in [1, 2]M�, are
most directly comparable to our results. They obtain a
90% symmetric credible interval of ⇤̃ = 310+679

�234

(Table
I of [138]). This can be compared to our equivalent 90%
symmetric credible interval for the TaylorF2 waveform
and low-spin prior of 340+580

�240

(Table IV). Note, however,
that a symmetric 90% interval will always (by construc-
tion) yield a nonzero lower bound on ⇤̃, even if values
close to zero are not disfavored by the data. We there-
fore prefer to use an HPD interval, which may have either
a nonzero or zero lower bound, determined by the poste-
rior distribution. A more direct comparison of the results
can be done with our companion paper where we assume
a common EOS using approximate universal relations as
well as directly sampling a parameterized EOS [41, 100–
102, 139, 140].

IV. LIMITS ON POST-MERGER SIGNAL

Having used the inspiral phase of the GW signal to
constrain the properties of the component bodies, we
now place limits on the signal content after the two stars
merged to make inferences about the remnant object.
The outcome of a BNS coalescence depends on the pro-
genitor masses and the NS EOS. Soft EOSs and large
masses result in the prompt formation of a black hole
immediately after the merger [141]. Sti↵er EOS and
lower masses result in the formation of a stable or quasi-
stable NS remnant [142, 143]. A hypermassive NS, whose
mass exceeds the maximum mass of a uniformly rotating
star but is supported by di↵erential rotation and possi-
bly thermal gradients [142], will survive for <⇠ 1 s, after
which time the NS collapses into a black hole [144, 145].
A supramassive star, whose mass is lower but still ex-

𝜒 ≤ 0.89

𝜒 ≤ 0.05
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directly in an EOS parameter space. We sample uni-
formly in all EOS parameters within the following ranges:
�0 2 [0.2, 2], �1 2 [�1.6, 1.7], �2 2 [�0.6, 0.6], and
�3 2 [�0.02, 0.02] and additionally impose that the adi-
abatic index �(p) 2 [0.6, 4.5]. This choice of prior
ranges for the EOS parameters was chosen such that our
parametrization encompasses a wide range of candidate
EOSs [110]. Then for each sample, the four EOS pa-
rameters and the masses are mapped to a (⇤1,⇤2) pair
through the Tolman-Oppenheimer-Volkoff (TOV) equa-
tions describing the equilibrium configuration of a spher-
ical star [119]. The two tidal deformabilities are then used
to compute the waveform template.

Sampling directly in the EOS parameter space allows for
certain prior constraints to be conveniently incorporated in
the analysis. In our analysis, we impose the following cri-
teria on all EOS and mass samples: (i) causality, the speed
of sound in the NS must be less than the speed of light (plus
10% to allow for imperfect parameterization) up to the cen-
tral pressure of the heaviest star supported by the EOS; (ii)
internal consistency, the EOS must support the proposed
masses of each component; and (iii) observational consis-
tency, the EOS must have a maximum mass at least as high
as previously observed NS masses, specifically 1.97M�.
Another condition the EOS must obey is that of thermody-
namic stability; the EOS must be monotonically increasing
(d✏/dp > 0). This condition is built into the parametriza-
tion [110], so we do not need to explicitly impose it.

RESULTS

We begin by demonstrating the improvement in the mea-
surement of the tidal deformability parameters due to im-
posing a common but unknown EOS for the two NSs. In
Fig. 1 we show the marginalized joint posterior PDF for
the individual tidal deformabilities. We show results from
our analysis using the ⇤a(⇤s, q) relation in green and the
parametrized EOS without a maximum mass constraint in
blue. These are compared to results from [52], where the
two tidal deformability parameters are sampled indepen-
dently, in orange. The shaded region marks the ⇤2 < ⇤1

region that is naturally excluded when a common realis-
tic EOS is assumed, but is not excluded from the analysis
of [52]. In both cases imposing a common EOS leads to
a smaller uncertainty in the tidal deformability measure-
ment. The area of the 90% credible region for the ⇤1–⇤2

posterior shrinks by a factor of ⇠ 3, which is consistent
with the results of [106] for soft EOSs and NSs with simi-
lar masses. The tidal deformability of a 1.4M� NS can be
estimated through a linear expansion of ⇤(m)m5 around
1.4M� as in [5, 48, 120] to be ⇤1.4 = 190+390

�120 at the 90%
level when a common EOS is imposed (here and through-
out this paper we quote symmetric credible intervals). Our
results suggest that “soft” EOSs such as APR4, which pre-
dict smaller values of the tidal deformability parameter, are

favored over “stiff” EOSs such as H4 or MS1, which pre-
dict larger values of the tidal deformability parameter and
lie outside the 90% credible region.

0 250 500 750 1000 1250
�1

0

500

1000

1500

2000

�
2

M
S1b

M
S1

More Compact

Less Compact

FIG. 1. Marginalized posterior for the tidal deformabilities of the
two binary components of GW170817. The green shading shows
the posterior obtained using the ⇤a(⇤s, q) EOS-insensitive re-
lation to impose a common EOS for the two bodies, while the
green, blue, and orange lines denote 50% (dashed) and 90%
(solid) credible levels for the posteriors obtained using EOS-
insensitive relations, a parameterized EOS without a maximum
mass requirement, and independent EOSs (taken from [52]), re-
spectively. The grey shading corresponds to the unphysical re-
gion ⇤2 < ⇤1 while the seven black scatter regions give the
tidal parameters predicted by characteristic EOS models for this
event [113, 115, 121–125].

We next explore what inferences we can make about the
structure of NSs. We do this using the spectral EOS pa-
rameterization described above in combination with the re-
quirement that the EOS must support NSs up to at least
1.97M�, a conservative estimate based on the heaviest
known pulsar [65]. From this we obtain a posterior for
the NS interior pressure as a function of rest-mass density.
The result is shown in Fig. 2, along with predictions of
the pressure-density relationship from various EOS mod-
els. The pressure posterior is shifted from the 90% credible
prior region (marked by the orange lines) and towards the
soft floor of the parameterized family of EOS. This means
that the posterior is indicating more support for softer EOS
than the prior. The vertical lines denote the nuclear satu-
ration density and two more density values that are known
to approximately correlate with bulk macroscopic proper-
ties of NSs [19]. The pressure at twice (six times) the nu-
clear saturation density is measured to be 3.5+2.7

�1.7 ⇥ 1034

(9.0+7.9
�2.6 ⇥ 1035) dyn/cm2 at the 90% level.

The pressure posterior appears to show minor signs of a
bend above a density of ⇠ 5⇢nuc. Evidence of such behav-

• No 
assumptions 
relating Λ 

• Quasi-universal 
relations for Λ 

• Parameterized 
EoS (without 
max-mass 
constraint)
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ior at high densities would be an indication of extra degrees
of freedom, though this is not an outcome of the GW data
alone. Indeed the horizontal lines denote the 90% intervals
for the central pressure of the two stars, suggesting that
our data are not informative for pressures above that. The
bend is an outcome of two competing effects: the GW data
point toward a lower pressure, while the requirement that
the EOS supports masses above 1.97M� demands a high
pressure at large densities. The result is a precise pres-
sure estimate at around 5⇢nuc and a broadening above that,
giving the impression of a bend in the pressure. We have
verified that the bend is absent if we remove the maximum
mass constraint from our analysis.
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FIG. 2. Marginalized posterior (blue) and prior (orange) for the
pressure p as a function of the rest-mass density ⇢ of the NS
interior using the spectral EOS parametrization and imposing a
lower limit on the maximum NS mass supported by the EOS
of 1.97M�. The dark (light) blue shaded region corresponds
to the 50% (90%) posterior credible level and the orange lines
show the 90% prior credible interval. Horizontal lines denote
the 90% credible interval for the central pressure of the heav-
ier (dashed) and the lighter (dotted) binary components. Verti-
cal lines correspond to once, twice, and six times the nuclear
saturation density. Overplotted in grey are representative EOS
models [121, 122, 124], using data taken from [19]; from top to
bottom at 2⇢nuc we show H4, APR4, and WFF1.

Finally we place constraints in the 2-dimensional param-
eter space of the NS mass and areal radius for each binary
component. This posterior is shown in Fig. 3. The left
panel is obtained by first using the ⇤a(⇤s, q) relation to ob-
tain tidal deformability samples assuming a common EOS
and then using the ⇤–C relation to compute the NS radii.
The right panel is computed by integrating the TOV equa-
tion to compute the radius for each sample in the spectral
EOS parametrization after imposing a maximum mass of at
least 1.97M�. At the 90% level, the radii of the two NSs
are R1 = 10.8+2.0

�1.7 km and R2 = 10.7+2.1
�1.5 km from the

left panel and R1 = 11.9+1.4
�1.4 km and R2 = 11.9+1.4

�1.4 km

from the right panel.
The difference between the two radii estimates is mainly

due to different physical information included in each anal-
ysis. The EOS-insensitive-relations analysis (left panel)
is based on GW data alone, while the parametrized-EOS
analysis (right panel) imposes an additional observational
constraint, namely that the EOS must support NSs of at
least 1.97M�. This has a large effect on the radii priors as
shown in the 1-dimensional plots of Fig. 3, since small radii
are typically predicted by soft EOSs, which cannot support
large NS masses. In the case of EOS-insensitive relations
(left panel), the prior allows for smaller values of the radius
than in the parametrized-EOS case (right panel), something
that is reflected in the posteriors since the GW data alone
cannot rule out radii below ⇠ 10 km. Therefore the lower
radius limit in the EOS-insensitive-relations analysis is de-
termined by the GW measurement, while in the case of the
parametrized-EOS analysis it is determined by the mass of
the heaviest observed pulsar and its implications for NS
radii [65]. Additionally, we verified that the parametrized-
EOS analysis without the maximum mass constraint leads
to similar results to the EOS-insensitive-relations analysis.

To quantify the improvement from assuming that both
NSs obey the same EOS, we apply the ⇤–C relation to
tidal deformability samples calculated without assuming
the ⇤a(⇤s, q) relation (the orange posterior of Fig. 1) and
obtain R1 = 11.8+2.7

�3.3 km and R2 = 10.8+2.9
�3.0 km at the

90% level. This suggests that imposing a common EOS
for the two binary components leads to a reduction of the
90% credible interval width for the radius measurement of
almost a factor of two from 5.9 km to 3.6 km.

DISCUSSION

In this letter, we complement our analysis of the tidal
effects of GW170817 in [52] with a targeted analysis that
assumes astrophysically plausible NS spins and tidal pa-
rameters, as well as the same EOS for both NSs. This
additional prior information enables us to measure NS
radii with an uncertainty less than 2.8 km if consistency
with observed pulsar masses is enforced, and 3.6 km us-
ing GW data alone at the 90% credible level. Simultane-
ously, the pressure at twice the nuclear saturation density
is measured to be p(2⇢nuc) = 3.5+2.7

�1.7 ⇥ 1034 dyn/cm2.
Our results are consistent with X-ray binary observations
(e.g. [19, 20, 126, 127]) and suggest that NS radii are
not large. Additionally, our results can be compared to
tidal inference based on the electromagnetic emission of
GW170817 [128, 129].

Our results are comparable and consistent with studies
that use the tidal measurement from [5] to obtain bounds
on NS radii. Using our bound of ⇤1.4 < 800 (the only
tidal parameter in [5], which assumed a common EOS
for both NSs) and different EOS parametrizations, several
studies found R1.4

<⇠ 13.5 km [56, 58, 62, 64]. Refer-
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• 90% credible 
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• Candidate 
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FIG. 3. Marginalized posterior for the mass m and areal radius R of each binary component using EOS-insensitive relations (left panel)
and a parametrized EOS where we impose a lower limit on the maximum mass of 1.97M� (right panel). The top blue (bottom orange)
posterior corresponds to the heavier (lighter) NS. Example mass-radius curves for selected EOSs are overplotted in grey. The lines in
the top left denote the Schwarzschild BH (R = 2m) and Buchdahl (R = 9m/4) limits. In the one-dimensional plots, solid lines are
used for the posteriors, while dashed lines are used for the corresponding parameter priors. Dotted vertical lines are used for the bounds
of the 90% credible intervals.

ence [63] arrives at a similar conclusion using our ⇤̃ < 800
constraint [5] (though see [52] for an amended ⇤̃ bound)
and the observation that ⇤̃ is almost insensitive to the bi-
nary mass ratio [99]. Our improved estimate of ⇤1.4 =
190+390

�120, and R1 = 10.8+2.0
�1.7 km and R2 = 10.7+2.1

�1.5 km
for the EOS-insensitive-relation analysis is roughly consis-
tent with these estimates (see for example Fig. 1 of [62]
and [58]). If we additionally enforce the heaviest ob-
served pulsar to be supported by placing direct constraints
on the EOS parameter space, we get further improvement
in the radius measurement, with R1 = 11.9+1.4

�1.4 km and
R2 = 11.9+1.4

�1.4 km.

A recent analysis of the GW170817 data was performed
in De et al. [53] using the TaylorF2 model, imposing that
the two NSs have the same radii which, under the addi-
tional assumption that ⇤ / C�6 (an alternative to the ⇤–
C relation used here [104]), directly relates the two tidal
deformabilities as ⇤1 = q6⇤2. De et al. constrain the
common NS radius to a 90% credible interval 8.7 km <
R̂ < 14.1 km, corresponding to a width of 5.4 km, which
is wider than the uncertainties on radii presented in this pa-
per by a factor of about two. There are differences in sev-
eral details of the set-up of the two analyses (most notably,
frequency range, data calibration, the noise PSD estima-
tion, waveform model, parameter priors, assumed relations
between radii and ⇤s and treatment of corresponding un-
certainties), each of which may be responsible for part of

the observed discrepancies. The analysis of De et al. re-
produces the initial tidal deformability results of Abbott
et al. [5], but improvements detailed in [52] and used in this
work improved our tidal constraints by ⇠ 10-20%. Here,
in contrast to De et al, we found that enforcing a common
EOS additionally restricts the recovered tidal parameters,
as shown in Fig 1. We note, however, that while our re-
sulting posteriors for the two NS radii are similar to each
other, a fraction of the posterior samples gives pairs with
significantly different NS radii, up to |R1 � R2| ⇠ 2 km.
Therefore, the De et al. analysis makes considerably dif-
ferent assumptions when enforcing a common EOS than
us.

Our results, and specifically the lower radius limit,
do not constitute observational proof of tidal effects in
GW170817, as our analysis has explicitly assumed that the
coalescing bodies were NSs both in terms of their spins
and tidal deformabilities. In particular, the spins are re-
stricted to small values typical for galactic NSs in binaries,
and the tidal deformabilites are calculated consistently as-
suming a common typical NS EoS. Moreover, the ⇤–C
map diverges as ⇤ approaches zero (BH), and therefore
the lower bounds obtained for the radii do not imply lower
bounds on the tidal deformabilities. Meanwhile, the analy-
sis of [52] assumes independent tidal parameters and finds
a lower bound on ⇤̃ only under the small-spin assumption
but not if spins larger than 0.05 are allowed.

The detection of GW170817 has opened new avenues in

• quasi-universal relations • Parameterized EoS with 
max-mass constraint
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Fig. 1 Regions of aLIGO (top left), AdV (top right) and KAGRA (bottom) target strain sensitivities as a
function of frequency. The binary neutron star (BNS) range, the average distance to which these signals
could be detected, is given in megaparsec. Current notions of the progression of sensitivity are given for
early, mid and late commissioning phases, as well as the design sensitivity target and the BNS-optimized
sensitivity. While both dates and sensitivity curves are subject to change, the overall progression represents
our best current estimates.

There are currently two operational aLIGO detectors (Aasi et al 2015a). The
original plan called for three identical 4-km interferometers, two at Hanford (H1 and
H2) and one at Livingston (L1). In 2011, the LIGO Lab and IndIGO consortium
in India proposed installing one of the aLIGO Hanford detectors (H2) at a new
observatory in India (LIGO-India; Iyer et al 2011). In early 2015, LIGO Laboratory
placed the H2 interferometer in long-term storage for use in India. The Government
of India granted in-principle approval to LIGO-India in February 2016.

The first observations with aLIGO have been made. O1 formally began 18 Septem-
ber 2015 and ended 12 January 2016; however, data from the surrounding engineering
periods were of sufficient quality to be included in the analysis, and hence the first
observations span 12 September 2015 to 19 January 2016. The run involved the H1 and
L1 detectors; the detectors were not at full design sensitivity (Abbott et al 2016g). We
aimed for a BNS range of 40 – 80 Mpc for both instruments (see Fig. 1), and achieved
a 60 – 80 Mpc range. Subsequent observing runs have increasing duration and sen-
sitivity. O2 began 30 November 2016, transitioning from the preceding engineering

• LIGO was operating "Mid" • Virgo was operating 
"Early"
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FIG. 10: The same as in Fig. 9, but now the signals not only
have Gaussian distributed masses, but non-zero spins as well.
Systematic errors remain, and statistical errors have increased
due to the larger parameter space that needs to be probed.

probed by the sampling algorithm.
Finally, we mention that the higher-order coe�cients

c1 and c2 are essentially unmeasurable in all the cases we
considered (with or without a Gaussian mass distribution
or spins); even with 100 sources, the posteriors are not
significantly di↵erent from the priors.

VI. DISCUSSION

We have revisited the question of how well the equa-
tion of state of neutron stars can be measured with obser-
vations of binary neutron star inspirals using Advanced
Virgo and Advanced LIGO. Our starting points were
the Bayesian model selection and parameter estimation
frameworks introduced in our earlier paper [25]. Given a
set of hypotheses associated with a list of di↵erent EOSs
one can calculate the odds ratios for all pairs in the set,
which provides a ranking in which EOSs that are more
similar to the underlying one will tend to come out near
the top, whereas EOSs that di↵er from it signficantly will
get deprecated. Another way to gain information about
the EOS from multiple sources is to model the tidal de-
formability �(m) as a series expansion in (m�m0)/M�
(with m0 some reference mass), which is truncated at
some suitable order. Since the coe�cients in such an ex-
pansion are source-independent, their posterior density
distributions can be combined. For the EOS we con-
sidered a “sti↵” (MS1), “moderate” (H4), and “soft”
(SQM3) equation of state, as well as the point particle
model (PP). In [25] it was found that for m0 = 1.4M�,
the deformability �(m0) could be determined with ⇠ 10%
accuracy by combining information from O(20) sources.
This was confirmed in recent work by Lackey and Wade
[26], who used a qualitatively similar waveform model as
in [25] but implemented a more physical parametrization
of the EOS in terms of piecewise polytropes.

We have significantly extended our earlier study [25],

not only by expanding the number of simulated BNS
sources, but also by incorporating as much of the rele-
vant astrophysics as has been analytically modeled, such
as tidal e↵ects to the highest known order [19], neutron
star spins, the quadrupole-monopole interaction [49, 50],
the impact of possible early waveform termination due
to the finite radii of the neutron stars, and a strongly
peaked Gaussian distribution of the component masses
[51–54].

In order to separate the impact of spins from the other
e↵ects, we first set spins to zero both in injections and
templates (in which case the QM e↵ect is also absent)
while retaining the tidal e↵ects as well as the potentially
earlier termination of the waveform, and looked at hy-
pothesis ranking for MS1 injections. When choosing a
wide, uniform distribution for the component masses,
we saw that, as in [25], EOSs tend to be ordered cor-
rectly according to sti↵ness and similarity to the true
EOS. On the other hand, the log odds ratios between
the incorrect and correct EOSs seemed to stretch to less
negative values, presumably because of early waveform
termination. Nevertheless (and again as in [25]), hy-
pothesis ranking worked well with catalogs of O(20) de-
tected sources. The picture changed dramatically when
the injected mass distribution was taken to be a strongly
peaked Gaussian while keeping the mass prior to be uni-
form and wide as before. In that case & 100 detections
were needed to approach the discernibility of EOS seen
in earlier work. Next we focused on a Gaussian distribu-
tion for the masses, and switched on spins. At least for
MS1 injections, this turned out not to have a significant
additional detrimental e↵ect on our ability to distinguish
between the EOSs. For H4, being in between MS1 and
SQM3 in terms of sti↵ness, we saw that the correct EOS
got ranked above the others a reasonable fraction of the
time, but the internal ordering became less clear. Finally,
for SQM3, even with catalogs of 100 sources only MS1
could be distinguished from the injected EOS reasonably
well, but not H4 or PP.

We also looked at parameter estimation for the coef-
ficients in a series expansion of �(m) in the small quan-
tity (m � m0)/M�, truncated at some suitable order.
Contrary to our earlier work we used a quadratic rather
than a linearized approximation; nevertheless we found
that, here too, only the leading-order coe�cient is mea-
surable. When the signals have a strongly peaked Gaus-
sian mass distribution rather than a flat one, again keep-
ing the wide, flat mass prior, systematic errors are intro-
duced. Switching on spins as additional parameters also
increases the statistical errors.

In the Appendix we investigated the e↵ect on parame-
ter estimation of the prior on the masses. We found that,
if we can assume to have exact knowledge of the astro-
physical distribution of the source masses so that it can
be used as the prior distribution, the biases in the esti-
mation of c0 largely disappear. Recent estimates for this
distribution [51–54] are based on a rather small number
of observed BNS systems and show dependence on the
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