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Background

•Established in 2007.
•Incorporates AHDS Executive 
projects and staff

•Set-up in 1996, funded until 
2008
•Research data repository for 
arts & humanities researchprojects and staff

•Several objectives:
• Research into e-

infrastructures, e-research 
methods, and digital 
informatics, including the 
application of e-science to 
research;

• Host national and international 
projects and services

• Teaching and consultancy

arts & humanities research
•Distributed structure:

•Managing Executive
•History
•Visual Arts
•Performing Arts
•Archaeology
•Literature, Languages, 
Linguistics

•1000 digital collections



•Qualitative human-centric data 
that requires novel selection 
methods
•Learning objectives vary 
between research communities
•Digital collections:

Characteristics of humanities research

•Digital collections:
•highly diverse in terms of 
type and size.
•Complex internal structures
•Require discipline-specific 
knowledge to process
•Intrinsic, though poorly 
recorded semantics



AHDS operation

Specifications:

•OAIS RM compliant

•TRAC compliance (as 
expressed in TDR)

Issues:Issues:

•Manual process

•Disparate tools

•Time-consuming

•Small batch processing



The way we were:
Data transfer using the postal service

Extremely manual process: 
1. Review Deposit format list and 

prepare data for deposit
2. Complete a Data & 

Documentation Transfer that 
describes physical transferdescribes physical transfer

3. Complete a collection-level 
catalogue form

4. Complete and sign a licence form
5. Submit data via post, email, FTP
…Wait…
6. Receive receipt 

acknowledgement
…wait..
7. Confirmation of deposit and 

publication



Changing forms of humanities publication

Research outputs 
are increasingly 

published in many 
different locations



Do these resources require curation?

• (Most) third party services do not commit to storing data 
forever – may be deleted

• Data may be stored in form that causes significant properties 
to be lost

• Repository staff in an IR may be unable to perform 
preservation activities, due to lack of time or infrastructure

• Where are the boundaries for management of  institutional 
data?



Curation projects

• SHERPA Digital Preservation (1 & 2)
Investigated the curation and preservation requirements of 
research data that is encoded as varied content types and 
made available using many different technologies in disparate 
locations.
http://www.kcl.ac.uk/iss/cerch/projects/completed/sherpadp2.htmlhttp://www.kcl.ac.uk/iss/cerch/projects/completed/sherpadp2.html

• SOAPI (Service-Oriented Architecture for Preservation 
and Ingest) of Digital Objects
Developed an architecture and toolkit for (partially) automating 
preservation and ingest workflows in digital repositories, based 
on a set of atomic web services, each encapsulating a unit of 
preservation functionality.
http://www.kcl.ac.uk/iss/cerch/projects/completed/soapi.html



Curation of disparate resources

Basis:
• Institutional data management requirements extend beyond the 

confines of a digital repository.
• Preservation services must be able to interoperate with diverse 

types of technical systems and curate a wide variety of content 
types.

Benefits:Benefits:
1. Maintain a record of research outputs of an institution/ dept that 

is not reliant upon a third-party that has no direct investment in 
maintaining the research data

2. Enables a uniform approach to curation and preservation of 
data that takes into account the significant properties of 
research data.

3. Provides an alternative method to populate a preservation 
repository with research data, while avoiding disruption to 
existing practices of research creation



A tale of two cities…



Curation models

Scenarios considered:
• Storage failure, Data replacement, Data audit, System switch, 

Data enhancement, curation, preservation, migration

Services that a Preservation Service Provider may provide:
1. Archiving service: The PSP stores a complete/partial data 

backup in an offsite location.
2. Migration service: The PSP stores a complete/partial data 

backup offsite & creates enhanced DIPs for users.
3. Preservation Service: The PSP stores a complete/partial data 

backup offsite & creates normalised data objects, preservation 
metadata, or other content to support long-term preservation.

+ additional advisory capacity
http://ie-repository.jisc.ac.uk/395/1/sherpadp2_finalreport_v1.pdf



Workflow management requirements

Stages:
1. Monitor resource for updates or other changes
2. Capture
3. Validate
4. Curate
5. Preserve5. Preserve
6. Re-submit (if required)

Requirements:
• Automate large sections of workflow
• Scalable approach
• Integration of multiple-third-party tools
• Policies and procedures for handling



Characteristics of Content Providers (1)

• Set of Content 
Providers providing 
value-added services 
for access, e.g. cloud 
storage, high powered storage, high powered 
computing

• Each provides services 
for interacting with 
resources.

• Many digital resources 
are dynamic, providing 
no fixed form.



Characteristics of Content Providers (2)

•Can curation action be 
performed on remote 
system?
•Does data need to be 
captured?captured?
•Where is the data for 
capture located?
•How is it distinguished 
from data that should not 
be captured?

CC, Attribution 2.0, generic

http://www.flickr.com/photos/s_y_s/2305290082/



Case Study: Monitoring/capture/deposit

Testbed systems:
• Repositories: Fedora, EPrints, 

DSpace, CERN Document 
Server

• CMS: DigiTool
• Other: Subversion, Web sites

Technologies:
• OAI-PMH
• Web Feeds (RSS, Atom)
• Database backup
• Versioning system check-

out/check-in
• SVNKit

• OAI-ORE (partially)
• SWORD



Data transfer issues

• Inconsistent metadata output across 
repositories

• Simple DC – yes, but what else?

• Difficulty in obtaining all metadata • Difficulty in obtaining all metadata 
associated with an Object

• Changes to the content models within a 
collection

• Unable to validate transfer, in most cases
• Lack of checksums



Transfer package requirements

Content
• Manifest/inventory of the page contents
• Relationship metadata
• Structural metadata describing composition of the object

Description
• Descriptive metadata
• Information about agents (people, organizations, software) that have • Information about agents (people, organizations, software) that have 

a relation to the object
Preservation

• General/format-specific technical metadata
• Significant properties of the object
• Event metadata describing actions performed

Legal/contractual
• Rights metadata indicating access & use
• Business information regarding the producer's desired or contracted-

for treatment of the object
http://www.dlib.org/dlib/november08/caplan/11caplan.html



Transfer package Issues

•Commonality:

• Packaging format (e.g.METS, MPEG21)
• Metadata formats (e.g. Dublin Core, MODS, 

PREMIS, MIX)

•Consistency:

• MD format in packaging (e.g. PREMIS in METS)
• http://www.loc.gov/standards/premis/guidelines-premismets.pdf

•Handling redundancy:

• Handling duplicate elements, but potentially 
contradictory information



Transfer Package examples

•Repository eXchange Package (RXP)
http://wiki.fcla.edu:8000/TIPR/21

•BagIt File Packaging format
http://www.cdlib.org/inside/diglib/bagit/bagitspec.htmlhttp://www.cdlib.org/inside/diglib/bagit/bagitspec.html

•Kopal Universal Archive Format
http://kopal.langzeitarchivierung.de/downloads/kopal_Universal_Object_Fo
rmat.pdf

•ECHO METS profile
http://www.ndiipp.illinois.edu/

… And others



Digital Curation management

• Workflow management engine

• Evaluated several workflow engines: Taverna, BPEL (Active 
BPEL), jBPM, others. Settled on jBPM

• Chain together automated actions and user tasks to form a 
workflow or “Business Process”

• Generic interfaces to  encapsulate functional units

• Generic interfaces to wrap third-party tools. 

• Web service (SOAP & REST) and local implementations



Workflow in jBPM



… Or to put it another way…

METS document containing:
Objects

Descriptive metadata
PREMIS object metadata 
(technical)
PREMIS event metadata
PREMIS relationship 
metadata
Format-specific technical 
metadata (e.g. MIX)

Objects



Workflow tools and standards

Activities:
• Object identification – what is it?
• Characterisation – What does it contain?
• Validation – Does it conform to standard?
• Format conversion – convert to normalised and migrated 

derivativesderivatives
• Verify conversion – Does it contain everything that was in 

original?
• Validate conversion –Does it conform to standard?

Tools:
• DROID, File, JHOVE, JHOVE2, NLNZ Metadata Extractor, 

XCL, others
• XENA, Open Office, SOX, ImageMagick, SIARD

Standards:
• PREMIS 1.0/2.0 Object, Event, MIX for images, AudioMD, 

DocumentMD, others



Integration with third-party services

Preservation services
• PRONOM, UDFR, Preserv2 Semantic preservation tool, 

PLATO, others
• Characterisation
• Risk assessment
• Preservation planning• Preservation planning

Storage
• Grid technologies - originally SRB. Now iROD
• Extensive use of complex metadata formats stored within 

Fedora.
• Integrated, but changeable system rules
• Fedora repository discovery belonging to different 

administrative domains.
• Data resource discovery across Fedora repositories



Data management issues

• Lack of suitable tools in some areas – expensive, 
outputs unreliable

• Preserving content – what do we actually want to 
preserve?preserve?

• Significant properties – soft concept, hard to quantify 
(InSPECT, PLANETS)

• Problems with jBPM



Conclusions

• System interoperability extends beyond the 
repository domain

• Automation requires definition of rules. Sig 
props MD and other metadata requires 
further workfurther work

• Further work necessary to package data of 
various types and transport between 
systems

• Further integration is necessary between 
repository services and national 
approaches, such as PLANETS toolkit.



Some references

http://www.driver-
support.eu/documents/DRIVER_Guidelines_v2_Final_2
008-11-13.pdf

http://www.ukoln.ac.uk/repositories/digirep/images/a/a5/
Introductoryecology.pdfIntroductoryecology.pdf

http://ie-
repository.jisc.ac.uk/395/1/sherpadp2_finalreport_v1.pdf

http://wiki.fcla.edu:8000/TIPR

http://www.dlib.org/dlib/november08/caplan/11caplan.ht
ml



A tale of two cities…


