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III. CONSTRAINTS ON THE DM
INTERPRETATION OF THE EDGES SIGNAL

A. Millicharged DM

If DM has a millicharge under electromagnetism, its
momentum-transfer cross section with free electrons or
protons (denoted by t) is �t = �0,tv

�4, with
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µ2
�,t

, ⇠ = log

✓
9T 3

b

4⇡✏2↵3xenH
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where ↵ is the fine-structure constant, µ�,t is the reduced
mass, and the factor ⇠ arises from regulating the forward
divergence of the di↵erential cross section through Debye
screening. This scenario for EDGES is comparatively
easier to constrain with the CMB, as millicharged DM
only interacts with the (charged) ionized particles. The
e↵ects on the CMB originate mostly from a time prior
to recombination when the cosmic plasma was fully ion-
ized [9, 11]. However, by the onset of Cosmic Dawn, the
ionization fraction of the gas is very small (⇠ 2 ⇥ 10�4),
suppressing the e�ciency of the DM–baryon interaction
in cooling the baryon gas. As a result, the required cross
section to explain EDGES with 100% millicharged DM is
orders of magnitude larger than the CMB limit2. Next,
we will first compare the two for f� =1%, and then pro-
ceed to investigate lower fractions—in particular lower
than the fractional uncertainty on the baryon energy
density—which are poorly constrained by the CMB.

f� ⇠ 1% millicharged DM

As shown in Figure 1—and in agreement with
Ref. [5]—interaction with f� =1% millicharged DM with
a charge fraction larger than ✏ ' 6.2 ⇥ 10�7 (m�/Mev)
could in principle cool the baryon gas temperature
enough to explain the EDGES 21cm measurement, as
long as the DM-particle mass is lower than ⇠ 85 MeV.
For higher masses, the required cross sections are in
the strong coupling regime, where the cooling e�ciency
hits a ceiling (more on this below). As shown in Fig-
ure 1, the 95%-C.L. CMB upper limits from Ref. [9],
✏ <⇠ 1.8 ⇥ 10�8(µ�,p/MeV)1/2(m�/MeV)1/2, are more
than an order of magnitude lower.3 The corresponding
cross sections are two orders-of-magnitude discrepant.
Therefore f� = 1% millicharge DM is strongly ruled out.

2 Note that in calculating the CMB limits in Ref. [9], we neglected
interactions with free electrons and helium. As these would only
strengthen the constraints, our conclusions are conservative.

3 To convert the limit on the cross-section derived in Ref. [9] to a
limit on the charge fraction ✏, we use Eq. (8) at z = 1100. We
note that this is not strictly exact since this relation is temper-
ature dependent and the CMB probes a relatively wide redshift
range. However, it leads to a conservative upper-limit on ✏ since
the cross section drops logarithmically as Tb decreases with time.
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FIG. 1. f� = 1% millicharged DM. We show the allowed re-
gion for the charge fraction ✏ to explain the EDGES signal
(black) as well as limits from cooling of SN1987A [14] (blue),
the SLAC millicharge experiment [15] (gray), Planck 2015
CMB data [9] (pink) and stellar (Red Giant, Helium Burning
and White Dwarf) cooling [13] (various shades). As explained
in the text, for masses above ⇠ 85MeV, the minimum 21cm
brightness temperature never falls below hT21i = �300mK.

Sub-percent fractions of strongly-coupled millicharged DM

Given the prohibitive CMB constraints on f >⇠ 1%
millicharged DM, we are forced to consider lower DM
fractions. This has to be done carefully, though, as there
are crucial subtleties that come into play. The first has to
do with the CMB limits. Intuitively, it is clear that if the
DM component that we surmise behaves e↵ectively like
baryons, yet has a fractional abundance that is lower than
the fractional uncertainty on the baryon energy density,
the CMB will not be sensitive to its presence. As we
demonstrated in Ref. [9], below f� ⇠ 0.4%, the e↵ect on
the CMB power spectrum is undetectable by Planck.

The second issue is that for decreasing DM fractions,
increasingly stronger cross sections are needed in order to
e↵ectively cool the baryons. The 21cm signal is governed
by the balance between the di↵erent heat exchange rates
between the fluids [3, 21]. For the DM, as evident from
Eq. (2), the competition is between the Hubble rate and
heating by baryons. For the baryons, the amount of cool-
ing depends on when they decouple from the CMB. The
decoupling redshift in turn depends on the balance be-
tween the Compton rate �C and the cooling rate, which
is proportional to the cross-section amplitude �0 and the
fraction of interacting DM f�, see Eq. (3).

Generically, there are three distinct regimes for the
e↵ect of DM-baryon interactions on the 21cm absorption
signal at Cosmic Dawn, as described in the introduction.

Kovetz et al. 2018
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Wouthuysen*-Field Effect
S.R. Furlanetto et al. / Physics Reports 433 (2006) 181 – 301 199

Fig. 3. Level diagram illustrating the Wouthuysen–Field effect. We show the hyperfine splittings of the 1S and 2P levels. The solid lines label
transitions that mix the ground state hyperfine levels, while the dashed lines label complementary transitions that do not participate in mixing.
From [130].

excited to the triplet state (requiring significantly more energy than the cold neutral IGM can provide; see [111] for
a detailed discussion). Ionized helium avoids this problem and may be significant in partially ionized gas (though the
accompanying free electrons will still dominate because of their larger velocities). To our knowledge, these rates have
not yet been calculated.

Finally, we have collisions with trace elements. Spin exchange cross sections in H–D collisions have been evaluated by
[120] (see Section 2.6).Although they are much larger than the corresponding H–H cross sections at small temperatures,
their rarity means that they still have no significant effect on TS .

2.3. The Wouthuysen–Field effect

A less obvious coupling process has become known as the Wouthuysen–Field mechanism9 [66,67]. It is illustrated
in Fig. 3, where we have drawn the hyperfine sublevels of the 1S and 2P states of HI. Suppose a hydrogen atom in the
hyperfine singlet state absorbs a Ly! photon. The electric dipole selection rules allow !F =0, 1 except that F =0 → 0
is prohibited (here F is the total angular momentum of the atom). Thus the atom will jump to either of the central
2P states. However, these rules allow this state to decay to the 1S1/2 triplet level.10 Thus atoms can change hyperfine
states through the absorption and spontaneous re-emission of a Ly! photon (or indeed any Lyman-series photon; see
Section 2.4 below). This is analogous to the well-known “Raman scattering” process, which often determines the level
populations of metastable atomic states, except that in this case the atom undergoes a real (rather than virtual) transition
to the 2P state.

2.3.1. An approximate treatment
We begin with a relatively simple and intuitive treatment of this process. Reality is considerably more complicated;

we discuss more precise calculations in Section 2.3.3 below. The Wouthuysen–Field coupling must depend on the total
rate (per atom) at which Ly! photons are scattered within the gas,

P! = 4"#!

∫
d$ J$($)%!($), (37)

9 As a guide to the English-speaking reader, “Wouthuysen” is pronounced as roughly “Vowt-how-sen,” although in reality the “uy” construction
is a diphthong with no precise counterpart in English.

10 Here we use the notation F LJ , where L and J are the orbital and total angular momentum of the electron.

Wouthuysen (1952)
Field (1958)

Absorption and 
spontaneous 
emission of Ly-
photons mixes 
hyperfine levels!

↵

*vowt-how-sen

from Pritchard & Furlanetto (2006)
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2

observations to high redshift also support such scenarios
(Madau & Fragos 2016; Mirocha et al. 2017).
A number of experiments are underway to detect

the global 21-cm signal, including EDGES 2 (Monsalve
et al. 2017), LEDA (Bernardi et al. 2016), BIGHORNS
(Sokolowski et al. 2015), and SCI-HI (Voytek et al. 2014).
Attaining the necessary sensitivity to plausible signals is
a formidable challenge: the cosmological signal needs to
be discerned in the presence of Radio Frequency Interfer-
ence (RFI), instrumental systematics (Liu et al. 2013), and
Galactic and Extra-Galactic foregrounds, which can be 5–
6 orders of magnitude brighter than the signal (Harker
2015; Liu & Tegmark 2012). Fortunately, the foregrounds
have been shown to be spectrally smooth to mK levels in
the frequency range of 40–200 MHz and can be modeled
by smooth functions (Sathyanarayana Rao et al. 2016).
However, the level of systematics is critically dependent
on the radiometer design, calibration scheme, as well as
data modeling strategies (Patra et al. 2013; Monsalve et al.
2017; Bernardi et al. 2015).
SARAS 2 is a spectral radiometer that aims to detect the

global 21-cm signal from the EoR. Below, we describe its
design philosophy, calibration methodology, algorithms de-
veloped for RFI excision, and modeling of the foregrounds
and instrumental systematics. We present results from
first light upon deploying the system at a relatively radio
quiet site at the Timbaktu Collective in Southern India.

2. SARAS 2 SPECTRAL RADIOMETER

SARAS 2 has a wide-band wide-field monopole antenna
deployed on open level ground with receiver electronics en-
closed in a unit below the antenna and below ground. The
receiver is a correlation spectrometer in that the antenna
signal is first split into two, then amplified separately in
two parallel signal paths. The analog signals are trans-
mitted on optical fiber to a signal processing unit located
100 m away, which is followed by a digital spectrometer
that spectrally decomposes the signals, computes the com-
plex cross-correlation between the signals and records the
spectra. The entire system operates off batteries and can
be deployed at remote radio-quiet sites.

2.1. The antenna

The SARAS 2 antenna is a sphere-disc monopole an-
tenna (see Fig. 1) in which a circular aluminum disc on
the ground is one element and a sphere atop an inverted
cone forms the second element; the sphere and cone are
smoothly conjoined and the cone surface meets the sphere
tangentially. The inner edge of a small circular hole at the
center of the disc continues down as the outer conductor
of a coaxial cable, whose central conductor connects to the
apex of the cone. Thus the antenna smoothly transforms
into an unbalanced transmission line that connects to the
receiver below without requiring any balun and without
impedance transformers. The sphere radius is 0.146 m and
the disk radius is 0.435 m. The structure is of simplistic
design, defined by a minimal number of parameters, and
electrically small, so that the performance is frequency in-
dependent and with smooth characteristics up to 250 MHz.
The antenna beam is omnidirectional, with nulls towards
the horizon and zenith, with a peak at 30◦ elevation and
half power beam width of 45◦. Frequency independence of
the beam is critical for this experiment in order to avoid
coupling of sky structure into spectral features, and we
have confirmed this property by range measurements and
electromagnetic simulations.

Figure 1. SARAS 2: In the schematic, LNA refers to Low-Noise
Amplifiers while EOM are Electro-Optical Modulators. The upper
right image shows the sphere-disc monopole, with the sphere sup-
ported using styrofoam, cotton strings and teflon fasteners. The
lower right image shows the spectrometer.

A radiation efficiency ηr(ν) defines the frequency-
dependent coupling of the beam-weighted sky temperature
Tsky(ν) to the antenna. Owing to impedance mismatch be-
tween the antenna and transmission line, only a fraction
of this power—defined by a reflection efficiency ηc(ν)—
arrives at the receiver. The total efficiency ηt = ηr × ηc
determines the received antenna temperature:

Ta(ν) = ηr(ν)ηc(ν)Tsky(ν). (1)

Internal receiver noise appears as an additive contaminant
in measured spectra, and internal reflections of the receiver
noise at the antenna terminals result in spectral shapes
for this contaminant, with the shape dependent on the an-
tenna reflection coefficient Γc(ν), which is related to ηc(ν)
as:

ηc(ν) = 1− |Γc(ν)|
2. (2)

Critical to detection of the EoR global signal is designing
Γc to be spectrally smooth, meaning that there are no low
level embedded ripples in the profile. Mathematically, we
require Γc to be Maximally Smooth (Sathyanarayana Rao
et al. 2015). Field measurements of the antenna demon-
strate that Γc is spectrally smooth at 1 part in 104, en-
suring that non-smooth systematics, if any, are below the
sensitivity of the observations presented here. The total
efficiency ηt is estimated from a comparison of the dif-
ferential antenna temperature measured as the sky drifts
overhead and the expectation for this differential based on
the GMOSS model for the radio sky (Sathyanarayana Rao
et al. 2017). This total efficiency and also the reflection ef-
ficiency are shown in Fig. 2; the total efficiency represents
the attenuation with which any EoR signature would be
present in observed spectra. It may be noted here that the
efficiency is poor and more so at lower frequencies; this was
a design compromise made for SARAS 2 in that efficiency
was sacrificed for spectral smoothness in the reflection ef-
ficiency and frequency independence of the beam.

2.2. The receiver

The antenna signal is split coherently into two parallel
paths, which are amplified separately. The splitter also
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dark matter that is initially cold, the thermal motion generated by 
baryon–dark matter scattering may produce effects similar to those 
predicted by models of warm dark matter (see Methods).

Astronomical testing of the observed signal5 and of its interpreta-
tion in terms of baryon–dark matter scattering will probably begin 
with other global 21-cm experiments, such as the Shaped Antenna 
Measurement of the Background Radio Spectrum (SARAS)28 and 
the Large-Aperture Experiment to Detect the Dark Ages (LEDA)29, 
that will attempt to confirm the measured global signal. Additionally, 
upcoming 21-cm fluctuation experiments aimed at cosmic dawn will 
provide a definitive test because the expected spatial pattern of the 
21-cm intensity should clearly display a transformed version of the 
spatial pattern of the baryon–dark matter relative velocity (Fig. 1).  
Experiments such as the Hydrogen Epoch of Reionization Array 
(HERA)6 and the Square Kilometre Array (SKA)7 should be able to 
measure the corresponding 21-cm power spectrum because the r.m.s. 
fluctuation predicted by a model that assumes baryon–dark matter scat-
tering (Fig. 1) is 140 mK (the previously expected maximum value was 
about 20 mK). Moreover, because of its large spatial scale (of the order 
of 100 co-moving Mpc, which corresponds to half a degree), the fluctu-
ation pattern should be easy to observe, so no high angular resolution is 
necessary. As in the case of the galaxy-driven effect of the baryon–dark 
matter relative velocity21–23, the power spectrum should show a strong 

signature of the baryon acoustic oscillations (of order unity in this case) 
because this velocity arises in part from the participation of baryons in 
the sound waves of the primordial baryon–photon fluid. A precision 
measurement at cosmic dawn of the scale of the baryon acoustic oscil-
lations (and thus of the angular diameter distances of the corresponding  
redshifts) would be a useful cosmological tool to add to current con-
straints that are based on similar measurements from low-redshift 
galaxy clustering30. If most stars form in galactic haloes with masses 
lower than about 107 solar masses at cosmic dawn, then their spatial 
distribution should show a similar pattern 21–23 and be strongly anti-
correlated with the baryon temperature.

The predicted spatial pattern (Fig. 1) should enable 21-cm imaging 
of cosmic dawn with the SKA, given the expected sensitivity of the 
array7. The probability distribution function of the 21-cm intensity is 
expected to be a transformed Maxwellian, which is highly asymmetric, 
and imaging could verify this unanticipated non-Gaussianity directly. 
Because the presence of dark matter has historically been inferred from 
the general theory of relativity on galactic and cosmological scales, 
confirmation of the existence of dark matter would constitute not only 
a discovery of physics beyond the standard model, but also verification 
of this theory.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 2 | Global 21-cm signal in models with baryon–dark matter 
scattering. The globally averaged 21-cm brightness temperature T21 
(in millikelvin) is shown at an observed frequency ν (in megahertz), with 
the corresponding value of 1 + z displayed at the top. We chart some of 
the space of possible 21-cm signals (see Methods for a discussion on their 
shapes) using three models (solid curves), with: σ1 = 8 × 10−20 cm2 and 
mχ = 0.3 GeV (red; roughly matching the most likely observed value5 
of the peak absorption); σ1 = 3 × 10−19 cm2 and mχ = 2 GeV (green); 
and σ1 = 1 × 10−18 cm2 and mχ = 0.01 GeV (blue). The astrophysical 
parameters assumed by these models are given in Methods. The 
corresponding 21-cm signals in the absence of baryon–dark matter 
scattering are shown as short-dashed curves. Also shown for comparison 
(brown long-dashed line) is the standard prediction for future dark 
ages measurements assuming no baryon–dark matter scattering for 
ν < 33 MHz (matches all the short-dashed curves in this range) and the 
lowest global 21-cm signal at each redshift that is possible with no baryon–
dark matter scattering, regardless of the astrophysical parameters used 
(for ν > 33 MHz).
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Figure 3 | Constraints on dark-matter properties using cosmic dawn 
observations. The minimum possible 21-cm brightness temperature 
T21 (expressed as the logarithm of its absolute value) is shown at z = 17 
(ν = 78.9 MHz), regardless of the astrophysical parameters used (that 
is, assuming saturated Lyman-α coupling and no X-ray heating), as a 
function of mχ and σ1 (equation (2)). Also shown (solid black curves) 
are contours corresponding to the following values of T21 (from right to 
left): −231 mK, which corresponds to 10% stronger absorption than the 
highest value obtained without baryon–dark matter scattering (−210 mK 
at z = 17, or 2.32 on the logarithmic scale); −300 mK, which is the minimal 
absorption depth in the data at a 99% confidence level; and −500 mK, 
the most likely absorption depth in the data. The hatched region is 
excluded if we assume absorption5 by at least −231 mK at z = 17; this 
3.5σ observational result implies σ1 > 1.5 × 10−21 cm2 (corresponding to 
σc > 1.9 × 10−43 cm2 for σ(v) ∝ v−4) and mχ < 23 GeV. (Although any mχ 
above a few gigaelectronvolts requires high σ1, this parameter combination 
could be in conflict with other constraints; see Methods.) If we adopt the 
observed minimum absorption of T21 = −300 mK, then (again, regardless 
of astrophysics) the dark matter must satisfy σ1 > 3.4 × 10−21 cm2 
(σc > 4.2 × 10−43 cm2) and mχ < 4.3 GeV; a brightness temperature 
of −500 mK implies σ1 > 5.0 × 10−21 cm2 (σc > 6.2 × 10−43 cm2) and 
mχ < 1.5 GeV. We also illustrate the redshift dependence of these limits via 
the corresponding 10% contours at z = 14 (dashed) and z = 20 (dotted).
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dark matter that is initially cold, the thermal motion generated by 
baryon–dark matter scattering may produce effects similar to those 
predicted by models of warm dark matter (see Methods).

Astronomical testing of the observed signal5 and of its interpreta-
tion in terms of baryon–dark matter scattering will probably begin 
with other global 21-cm experiments, such as the Shaped Antenna 
Measurement of the Background Radio Spectrum (SARAS)28 and 
the Large-Aperture Experiment to Detect the Dark Ages (LEDA)29, 
that will attempt to confirm the measured global signal. Additionally, 
upcoming 21-cm fluctuation experiments aimed at cosmic dawn will 
provide a definitive test because the expected spatial pattern of the 
21-cm intensity should clearly display a transformed version of the 
spatial pattern of the baryon–dark matter relative velocity (Fig. 1).  
Experiments such as the Hydrogen Epoch of Reionization Array 
(HERA)6 and the Square Kilometre Array (SKA)7 should be able to 
measure the corresponding 21-cm power spectrum because the r.m.s. 
fluctuation predicted by a model that assumes baryon–dark matter scat-
tering (Fig. 1) is 140 mK (the previously expected maximum value was 
about 20 mK). Moreover, because of its large spatial scale (of the order 
of 100 co-moving Mpc, which corresponds to half a degree), the fluctu-
ation pattern should be easy to observe, so no high angular resolution is 
necessary. As in the case of the galaxy-driven effect of the baryon–dark 
matter relative velocity21–23, the power spectrum should show a strong 

signature of the baryon acoustic oscillations (of order unity in this case) 
because this velocity arises in part from the participation of baryons in 
the sound waves of the primordial baryon–photon fluid. A precision 
measurement at cosmic dawn of the scale of the baryon acoustic oscil-
lations (and thus of the angular diameter distances of the corresponding  
redshifts) would be a useful cosmological tool to add to current con-
straints that are based on similar measurements from low-redshift 
galaxy clustering30. If most stars form in galactic haloes with masses 
lower than about 107 solar masses at cosmic dawn, then their spatial 
distribution should show a similar pattern 21–23 and be strongly anti-
correlated with the baryon temperature.

The predicted spatial pattern (Fig. 1) should enable 21-cm imaging 
of cosmic dawn with the SKA, given the expected sensitivity of the 
array7. The probability distribution function of the 21-cm intensity is 
expected to be a transformed Maxwellian, which is highly asymmetric, 
and imaging could verify this unanticipated non-Gaussianity directly. 
Because the presence of dark matter has historically been inferred from 
the general theory of relativity on galactic and cosmological scales, 
confirmation of the existence of dark matter would constitute not only 
a discovery of physics beyond the standard model, but also verification 
of this theory.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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scattering. The globally averaged 21-cm brightness temperature T21 
(in millikelvin) is shown at an observed frequency ν (in megahertz), with 
the corresponding value of 1 + z displayed at the top. We chart some of 
the space of possible 21-cm signals (see Methods for a discussion on their 
shapes) using three models (solid curves), with: σ1 = 8 × 10−20 cm2 and 
mχ = 0.3 GeV (red; roughly matching the most likely observed value5 
of the peak absorption); σ1 = 3 × 10−19 cm2 and mχ = 2 GeV (green); 
and σ1 = 1 × 10−18 cm2 and mχ = 0.01 GeV (blue). The astrophysical 
parameters assumed by these models are given in Methods. The 
corresponding 21-cm signals in the absence of baryon–dark matter 
scattering are shown as short-dashed curves. Also shown for comparison 
(brown long-dashed line) is the standard prediction for future dark 
ages measurements assuming no baryon–dark matter scattering for 
ν < 33 MHz (matches all the short-dashed curves in this range) and the 
lowest global 21-cm signal at each redshift that is possible with no baryon–
dark matter scattering, regardless of the astrophysical parameters used 
(for ν > 33 MHz).
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Figure 3 | Constraints on dark-matter properties using cosmic dawn 
observations. The minimum possible 21-cm brightness temperature 
T21 (expressed as the logarithm of its absolute value) is shown at z = 17 
(ν = 78.9 MHz), regardless of the astrophysical parameters used (that 
is, assuming saturated Lyman-α coupling and no X-ray heating), as a 
function of mχ and σ1 (equation (2)). Also shown (solid black curves) 
are contours corresponding to the following values of T21 (from right to 
left): −231 mK, which corresponds to 10% stronger absorption than the 
highest value obtained without baryon–dark matter scattering (−210 mK 
at z = 17, or 2.32 on the logarithmic scale); −300 mK, which is the minimal 
absorption depth in the data at a 99% confidence level; and −500 mK, 
the most likely absorption depth in the data. The hatched region is 
excluded if we assume absorption5 by at least −231 mK at z = 17; this 
3.5σ observational result implies σ1 > 1.5 × 10−21 cm2 (corresponding to 
σc > 1.9 × 10−43 cm2 for σ(v) ∝ v−4) and mχ < 23 GeV. (Although any mχ 
above a few gigaelectronvolts requires high σ1, this parameter combination 
could be in conflict with other constraints; see Methods.) If we adopt the 
observed minimum absorption of T21 = −300 mK, then (again, regardless 
of astrophysics) the dark matter must satisfy σ1 > 3.4 × 10−21 cm2 
(σc > 4.2 × 10−43 cm2) and mχ < 4.3 GeV; a brightness temperature 
of −500 mK implies σ1 > 5.0 × 10−21 cm2 (σc > 6.2 × 10−43 cm2) and 
mχ < 1.5 GeV. We also illustrate the redshift dependence of these limits via 
the corresponding 10% contours at z = 14 (dashed) and z = 20 (dotted).
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dark matter that is initially cold, the thermal motion generated by 
baryon–dark matter scattering may produce effects similar to those 
predicted by models of warm dark matter (see Methods).

Astronomical testing of the observed signal5 and of its interpreta-
tion in terms of baryon–dark matter scattering will probably begin 
with other global 21-cm experiments, such as the Shaped Antenna 
Measurement of the Background Radio Spectrum (SARAS)28 and 
the Large-Aperture Experiment to Detect the Dark Ages (LEDA)29, 
that will attempt to confirm the measured global signal. Additionally, 
upcoming 21-cm fluctuation experiments aimed at cosmic dawn will 
provide a definitive test because the expected spatial pattern of the 
21-cm intensity should clearly display a transformed version of the 
spatial pattern of the baryon–dark matter relative velocity (Fig. 1).  
Experiments such as the Hydrogen Epoch of Reionization Array 
(HERA)6 and the Square Kilometre Array (SKA)7 should be able to 
measure the corresponding 21-cm power spectrum because the r.m.s. 
fluctuation predicted by a model that assumes baryon–dark matter scat-
tering (Fig. 1) is 140 mK (the previously expected maximum value was 
about 20 mK). Moreover, because of its large spatial scale (of the order 
of 100 co-moving Mpc, which corresponds to half a degree), the fluctu-
ation pattern should be easy to observe, so no high angular resolution is 
necessary. As in the case of the galaxy-driven effect of the baryon–dark 
matter relative velocity21–23, the power spectrum should show a strong 

signature of the baryon acoustic oscillations (of order unity in this case) 
because this velocity arises in part from the participation of baryons in 
the sound waves of the primordial baryon–photon fluid. A precision 
measurement at cosmic dawn of the scale of the baryon acoustic oscil-
lations (and thus of the angular diameter distances of the corresponding  
redshifts) would be a useful cosmological tool to add to current con-
straints that are based on similar measurements from low-redshift 
galaxy clustering30. If most stars form in galactic haloes with masses 
lower than about 107 solar masses at cosmic dawn, then their spatial 
distribution should show a similar pattern 21–23 and be strongly anti-
correlated with the baryon temperature.

The predicted spatial pattern (Fig. 1) should enable 21-cm imaging 
of cosmic dawn with the SKA, given the expected sensitivity of the 
array7. The probability distribution function of the 21-cm intensity is 
expected to be a transformed Maxwellian, which is highly asymmetric, 
and imaging could verify this unanticipated non-Gaussianity directly. 
Because the presence of dark matter has historically been inferred from 
the general theory of relativity on galactic and cosmological scales, 
confirmation of the existence of dark matter would constitute not only 
a discovery of physics beyond the standard model, but also verification 
of this theory.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 2 | Global 21-cm signal in models with baryon–dark matter 
scattering. The globally averaged 21-cm brightness temperature T21 
(in millikelvin) is shown at an observed frequency ν (in megahertz), with 
the corresponding value of 1 + z displayed at the top. We chart some of 
the space of possible 21-cm signals (see Methods for a discussion on their 
shapes) using three models (solid curves), with: σ1 = 8 × 10−20 cm2 and 
mχ = 0.3 GeV (red; roughly matching the most likely observed value5 
of the peak absorption); σ1 = 3 × 10−19 cm2 and mχ = 2 GeV (green); 
and σ1 = 1 × 10−18 cm2 and mχ = 0.01 GeV (blue). The astrophysical 
parameters assumed by these models are given in Methods. The 
corresponding 21-cm signals in the absence of baryon–dark matter 
scattering are shown as short-dashed curves. Also shown for comparison 
(brown long-dashed line) is the standard prediction for future dark 
ages measurements assuming no baryon–dark matter scattering for 
ν < 33 MHz (matches all the short-dashed curves in this range) and the 
lowest global 21-cm signal at each redshift that is possible with no baryon–
dark matter scattering, regardless of the astrophysical parameters used 
(for ν > 33 MHz).
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Figure 3 | Constraints on dark-matter properties using cosmic dawn 
observations. The minimum possible 21-cm brightness temperature 
T21 (expressed as the logarithm of its absolute value) is shown at z = 17 
(ν = 78.9 MHz), regardless of the astrophysical parameters used (that 
is, assuming saturated Lyman-α coupling and no X-ray heating), as a 
function of mχ and σ1 (equation (2)). Also shown (solid black curves) 
are contours corresponding to the following values of T21 (from right to 
left): −231 mK, which corresponds to 10% stronger absorption than the 
highest value obtained without baryon–dark matter scattering (−210 mK 
at z = 17, or 2.32 on the logarithmic scale); −300 mK, which is the minimal 
absorption depth in the data at a 99% confidence level; and −500 mK, 
the most likely absorption depth in the data. The hatched region is 
excluded if we assume absorption5 by at least −231 mK at z = 17; this 
3.5σ observational result implies σ1 > 1.5 × 10−21 cm2 (corresponding to 
σc > 1.9 × 10−43 cm2 for σ(v) ∝ v−4) and mχ < 23 GeV. (Although any mχ 
above a few gigaelectronvolts requires high σ1, this parameter combination 
could be in conflict with other constraints; see Methods.) If we adopt the 
observed minimum absorption of T21 = −300 mK, then (again, regardless 
of astrophysics) the dark matter must satisfy σ1 > 3.4 × 10−21 cm2 
(σc > 4.2 × 10−43 cm2) and mχ < 4.3 GeV; a brightness temperature 
of −500 mK implies σ1 > 5.0 × 10−21 cm2 (σc > 6.2 × 10−43 cm2) and 
mχ < 1.5 GeV. We also illustrate the redshift dependence of these limits via 
the corresponding 10% contours at z = 14 (dashed) and z = 20 (dotted).
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FIG. 1. Constraints on Dirac fermion millicharged dark matter from Supernova 1987A (grey) [20], the SLAC millicharge
experiment (blue) [21], the light element abundances produced during Big Bang Nucleosynthesis (red, labeled �Ne↵) [22], and
on the impact on the cosmic microwave background of dark matter scattering with baryons (pink, labeled CMB, KD) [13]
and dark matter annihilations (purple, labeled CMB ann.) [23]. These results are shown for four values of the fraction of the
dark matter abundance that consists of millicharged particles, fDM. In each frame, the solid black regions represent the range
of parameter values that could explain the amplitude of the observed 21-cm absorption feature as reported by the EDGES
Collaboration [2]. The dashed black line denotes where the thermal relic abundance corresponds to quoted value of fDM,
assuming only millicharge interactions. The fact that the solid black regions do not coincide with the dashed curves indicates
that the dark matter must be depleted in the early universe by another kind of interaction. Although these results are shown
for the specific case of dark matter in the form of a Dirac fermion, most of these constraints would change only very slightly if
we were instead to consider a complex scalar. The exception to this are the constraints from dark matter annihilation during
the epoch of recombination [23], which are much weaker in the complex scalar case, due to the p-wave suppression of the
annihilation cross section.
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3.41 7.2 2.70 2.50 1.76 2.04 14.8 13.0 69
7.98 41.0 11.8 11.0 5.48 6.79 86 173
8.33 47.2 13.4 12.6 6.16 7.72 222
9.72 4.3 1.9 1.8 1.19 30.1
10.5 3.5 1.7 1.6 30.3
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Notes. Units are mK2 thermodynamic. See the text for a discussion of individual contributions.

Table 6
Various Combinations of Low-frequency Data (LF), ARCADE 2 Data (ARC), and FIRAS Data (FR) Used to Determine

the Temperature (Thermodynamic) of the CMB and the Excess Radio Emission (Antenna Temperature)

Data Sets T0 (K) Index TR (K) ν0 @1 GHz χ2/dof

LR+ARC+FR 2.725 ± 0.001 −2.599 ± 0.036 24.1 ± 2.1 310 1.148 17.4/11
LR+ARC 2.731 ± 0.004 −2.623 ± 0.042 95.3 ± 9.2 180 1.060 15.1/10
LR+FR 2.725 ± 0.001 −2.586 ± 0.097 3110 ± 360 48 1.209 0.54/2
ARC+FR 2.725 ± 0.001 −2.60 23.9 ± 3.0 310 1.136 16.8/8
LR 2.77 ± 0.58 −2.589 ± 0.095 3670 ± 420 45 1.197 0.54/1
ARC 2.731 ± 0.004 −2.60 21.1 ± 3.0 310 1.006 14.3/7

Notes. The reference frequencies are selected separately for each data set combination. For each combination, the radio spectrum is
evaluated at 1 GHz for ease of comparison. The FIRAS data are treated as a single independent point with an effective frequency of
250 GHz.

covariance results in substantially, the same answers although
the final uncertainty is higher with the full covariance treatment.

Inclusion of low-frequency radio surveys allows unambigu-
ous characterization of the excess signal in the ARCADE 2 data.
The data from Table 4 are fit to the form

T (ν) = T0 + TR(ν/ν0)β , (6)

where T0 is the CMB thermodynamic temperature and TR is the
normalization for a radio background. The radio background
is expressed in units of antenna temperature, related to the
thermodynamic temperature T by

TA =
(

x

ex − 1

)
T , (7)

where x = hν/kT , h is Planck’s constant, and k is Boltzmann’s
constant.

The errors and their correlations in the data are described by
the matrix shown in Table 5. Although the covariances are not
shown in the plots, they are used in the calculations. The fit
is nonlinear so strictly speaking the final uncertainties are not
Gaussian. At the solution the fit is not strongly nonlinear so the
Gaussian approximation is still valid. However, the selection
of the reference frequency, although irrelevant to the final
χ2 or model, does affect covariances of the parameters. The
correlation between the β uncertainty and the TR uncertainty is
strongly affected by the choice of ν0 and the best choice of ν0
depends on the frequencies and uncertainties of the data sets
being fit. The details are addressed in the Appendix. We obtain
best-fit values T0 = 2.725 ± 0.001 K, TR = 24.1 ± 2.1 K,
and β = −2.599 ± 0.036 with χ2 = 17.4, for reference

Figure 5. Excess antenna temperature as a function of frequency. The line is
the best-fit line with a −2.6 index. Diamonds are low-frequency points from
the literature. Squares are ARCADE 2 data. The 30 GHz data point is included
in the fit but since its excess temperature comes out negative it does not appear
on the plot. The 90 GHz error bar just appears at the lower right corner of the
plot. The covariances are not shown, but they are included in the fit.

frequency ν0 = 310 MHz and 11 dof. Figure 5 shows the radio
background after subtracting off the best-fit CMB temperature.
The ARCADE 2 data are in good agreement with the excess
radio spectrum derived from the low-frequency surveys.

A χ2 of 17.4 for 11 dof should be expected ∼10% of the
time. Most of this excess χ2 is from two points, the 8 GHz low
channel and the 30 GHz high channel. If these two points are
excised the result is T0 = 2.725 ± 0.001 K, TR = 24.4 ± 2.1 K,
and β = −2.595 ± 0.037 with a χ2 of 8.2 for 9 dof. This shows
the result does not depend on these two points. We have no a
priori reason that these two points should be bad. Further each
of the points is only effectively 2σ and in a data set this large
one 2σ point should be expected. We thus include all data when
fitting for the uniform temperature.
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covariance results in substantially, the same answers although
the final uncertainty is higher with the full covariance treatment.

Inclusion of low-frequency radio surveys allows unambigu-
ous characterization of the excess signal in the ARCADE 2 data.
The data from Table 4 are fit to the form

T (ν) = T0 + TR(ν/ν0)β , (6)

where T0 is the CMB thermodynamic temperature and TR is the
normalization for a radio background. The radio background
is expressed in units of antenna temperature, related to the
thermodynamic temperature T by

TA =
(

x

ex − 1

)
T , (7)

where x = hν/kT , h is Planck’s constant, and k is Boltzmann’s
constant.

The errors and their correlations in the data are described by
the matrix shown in Table 5. Although the covariances are not
shown in the plots, they are used in the calculations. The fit
is nonlinear so strictly speaking the final uncertainties are not
Gaussian. At the solution the fit is not strongly nonlinear so the
Gaussian approximation is still valid. However, the selection
of the reference frequency, although irrelevant to the final
χ2 or model, does affect covariances of the parameters. The
correlation between the β uncertainty and the TR uncertainty is
strongly affected by the choice of ν0 and the best choice of ν0
depends on the frequencies and uncertainties of the data sets
being fit. The details are addressed in the Appendix. We obtain
best-fit values T0 = 2.725 ± 0.001 K, TR = 24.1 ± 2.1 K,
and β = −2.599 ± 0.036 with χ2 = 17.4, for reference

Figure 5. Excess antenna temperature as a function of frequency. The line is
the best-fit line with a −2.6 index. Diamonds are low-frequency points from
the literature. Squares are ARCADE 2 data. The 30 GHz data point is included
in the fit but since its excess temperature comes out negative it does not appear
on the plot. The 90 GHz error bar just appears at the lower right corner of the
plot. The covariances are not shown, but they are included in the fit.

frequency ν0 = 310 MHz and 11 dof. Figure 5 shows the radio
background after subtracting off the best-fit CMB temperature.
The ARCADE 2 data are in good agreement with the excess
radio spectrum derived from the low-frequency surveys.

A χ2 of 17.4 for 11 dof should be expected ∼10% of the
time. Most of this excess χ2 is from two points, the 8 GHz low
channel and the 30 GHz high channel. If these two points are
excised the result is T0 = 2.725 ± 0.001 K, TR = 24.4 ± 2.1 K,
and β = −2.595 ± 0.037 with a χ2 of 8.2 for 9 dof. This shows
the result does not depend on these two points. We have no a
priori reason that these two points should be bad. Further each
of the points is only effectively 2σ and in a data set this large
one 2σ point should be expected. We thus include all data when
fitting for the uniform temperature.
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covariance results in substantially, the same answers although
the final uncertainty is higher with the full covariance treatment.

Inclusion of low-frequency radio surveys allows unambigu-
ous characterization of the excess signal in the ARCADE 2 data.
The data from Table 4 are fit to the form

T (ν) = T0 + TR(ν/ν0)β , (6)

where T0 is the CMB thermodynamic temperature and TR is the
normalization for a radio background. The radio background
is expressed in units of antenna temperature, related to the
thermodynamic temperature T by

TA =
(

x

ex − 1

)
T , (7)

where x = hν/kT , h is Planck’s constant, and k is Boltzmann’s
constant.

The errors and their correlations in the data are described by
the matrix shown in Table 5. Although the covariances are not
shown in the plots, they are used in the calculations. The fit
is nonlinear so strictly speaking the final uncertainties are not
Gaussian. At the solution the fit is not strongly nonlinear so the
Gaussian approximation is still valid. However, the selection
of the reference frequency, although irrelevant to the final
χ2 or model, does affect covariances of the parameters. The
correlation between the β uncertainty and the TR uncertainty is
strongly affected by the choice of ν0 and the best choice of ν0
depends on the frequencies and uncertainties of the data sets
being fit. The details are addressed in the Appendix. We obtain
best-fit values T0 = 2.725 ± 0.001 K, TR = 24.1 ± 2.1 K,
and β = −2.599 ± 0.036 with χ2 = 17.4, for reference

Figure 5. Excess antenna temperature as a function of frequency. The line is
the best-fit line with a −2.6 index. Diamonds are low-frequency points from
the literature. Squares are ARCADE 2 data. The 30 GHz data point is included
in the fit but since its excess temperature comes out negative it does not appear
on the plot. The 90 GHz error bar just appears at the lower right corner of the
plot. The covariances are not shown, but they are included in the fit.

frequency ν0 = 310 MHz and 11 dof. Figure 5 shows the radio
background after subtracting off the best-fit CMB temperature.
The ARCADE 2 data are in good agreement with the excess
radio spectrum derived from the low-frequency surveys.

A χ2 of 17.4 for 11 dof should be expected ∼10% of the
time. Most of this excess χ2 is from two points, the 8 GHz low
channel and the 30 GHz high channel. If these two points are
excised the result is T0 = 2.725 ± 0.001 K, TR = 24.4 ± 2.1 K,
and β = −2.595 ± 0.037 with a χ2 of 8.2 for 9 dof. This shows
the result does not depend on these two points. We have no a
priori reason that these two points should be bad. Further each
of the points is only effectively 2σ and in a data set this large
one 2σ point should be expected. We thus include all data when
fitting for the uniform temperature.
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covariance results in substantially, the same answers although
the final uncertainty is higher with the full covariance treatment.

Inclusion of low-frequency radio surveys allows unambigu-
ous characterization of the excess signal in the ARCADE 2 data.
The data from Table 4 are fit to the form

T (ν) = T0 + TR(ν/ν0)β , (6)

where T0 is the CMB thermodynamic temperature and TR is the
normalization for a radio background. The radio background
is expressed in units of antenna temperature, related to the
thermodynamic temperature T by

TA =
(
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)
T , (7)

where x = hν/kT , h is Planck’s constant, and k is Boltzmann’s
constant.

The errors and their correlations in the data are described by
the matrix shown in Table 5. Although the covariances are not
shown in the plots, they are used in the calculations. The fit
is nonlinear so strictly speaking the final uncertainties are not
Gaussian. At the solution the fit is not strongly nonlinear so the
Gaussian approximation is still valid. However, the selection
of the reference frequency, although irrelevant to the final
χ2 or model, does affect covariances of the parameters. The
correlation between the β uncertainty and the TR uncertainty is
strongly affected by the choice of ν0 and the best choice of ν0
depends on the frequencies and uncertainties of the data sets
being fit. The details are addressed in the Appendix. We obtain
best-fit values T0 = 2.725 ± 0.001 K, TR = 24.1 ± 2.1 K,
and β = −2.599 ± 0.036 with χ2 = 17.4, for reference

Figure 5. Excess antenna temperature as a function of frequency. The line is
the best-fit line with a −2.6 index. Diamonds are low-frequency points from
the literature. Squares are ARCADE 2 data. The 30 GHz data point is included
in the fit but since its excess temperature comes out negative it does not appear
on the plot. The 90 GHz error bar just appears at the lower right corner of the
plot. The covariances are not shown, but they are included in the fit.

frequency ν0 = 310 MHz and 11 dof. Figure 5 shows the radio
background after subtracting off the best-fit CMB temperature.
The ARCADE 2 data are in good agreement with the excess
radio spectrum derived from the low-frequency surveys.

A χ2 of 17.4 for 11 dof should be expected ∼10% of the
time. Most of this excess χ2 is from two points, the 8 GHz low
channel and the 30 GHz high channel. If these two points are
excised the result is T0 = 2.725 ± 0.001 K, TR = 24.4 ± 2.1 K,
and β = −2.595 ± 0.037 with a χ2 of 8.2 for 9 dof. This shows
the result does not depend on these two points. We have no a
priori reason that these two points should be bad. Further each
of the points is only effectively 2σ and in a data set this large
one 2σ point should be expected. We thus include all data when
fitting for the uniform temperature.
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The data from Table 4 are fit to the form
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The errors and their correlations in the data are described by
the matrix shown in Table 5. Although the covariances are not
shown in the plots, they are used in the calculations. The fit
is nonlinear so strictly speaking the final uncertainties are not
Gaussian. At the solution the fit is not strongly nonlinear so the
Gaussian approximation is still valid. However, the selection
of the reference frequency, although irrelevant to the final
χ2 or model, does affect covariances of the parameters. The
correlation between the β uncertainty and the TR uncertainty is
strongly affected by the choice of ν0 and the best choice of ν0
depends on the frequencies and uncertainties of the data sets
being fit. The details are addressed in the Appendix. We obtain
best-fit values T0 = 2.725 ± 0.001 K, TR = 24.1 ± 2.1 K,
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the best-fit line with a −2.6 index. Diamonds are low-frequency points from
the literature. Squares are ARCADE 2 data. The 30 GHz data point is included
in the fit but since its excess temperature comes out negative it does not appear
on the plot. The 90 GHz error bar just appears at the lower right corner of the
plot. The covariances are not shown, but they are included in the fit.

frequency ν0 = 310 MHz and 11 dof. Figure 5 shows the radio
background after subtracting off the best-fit CMB temperature.
The ARCADE 2 data are in good agreement with the excess
radio spectrum derived from the low-frequency surveys.

A χ2 of 17.4 for 11 dof should be expected ∼10% of the
time. Most of this excess χ2 is from two points, the 8 GHz low
channel and the 30 GHz high channel. If these two points are
excised the result is T0 = 2.725 ± 0.001 K, TR = 24.4 ± 2.1 K,
and β = −2.595 ± 0.037 with a χ2 of 8.2 for 9 dof. This shows
the result does not depend on these two points. We have no a
priori reason that these two points should be bad. Further each
of the points is only effectively 2σ and in a data set this large
one 2σ point should be expected. We thus include all data when
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reported by ARCADE-2 (left) and LWA 
(Dowell & Taylor).

• Only ~10% from high-z needed to cause 
EDGES-like signal (Feng & Holder). 
Maybe this isn’t crazy?

• If produced by BHs, require efficient 
accretion (fedd~1, fduty~1) in smallest halos 
(Ewall-Wice et al.).

• If associated with star formation, require 
~103x boost in low-frequency production 
efficiency per SFR (Mirocha & Furlanetto), 
even neglecting IC losses (Sharma 2018).



Responses to EDGES
pre-prints only

Focus of papers

Includes explanations for signal amplitude and  
use of its timing to constrain WDM, galaxies.  
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Responses to EDGES

Hard to categorize papers: wedges are strongly linked!

Interplay between

WDM and galaxy formation 

sets signal timing 
(Safarzadeh+, Schneider, 

Lidz & Hui)



Responses to EDGES

Hard to categorize papers: wedges are strongly linked!

How do first clouds collapse 
with new b-DM coolant?


(Hirano & Bromm)



Responses to EDGES

Hard to categorize papers: wedges are strongly linked!

Can galaxies or BHs 
produce the required radio 

background?

(Ewall-Wice+, Mirocha & 

Furlanetto, Sharma)



Responses to EDGES

Hard to categorize papers: wedges are strongly linked!

Could a decaying particle or 
CMB modification account 

for radio BG?

(Fraser+, Pospelov+)



Responses to EDGES

Hard to categorize papers: wedges are strongly linked!

Or maybe this is all just 
systematics / foreground


(Hills+, Draine+)



Part III: 
New hints about galaxy 

formation as well?



Mirocha, Furlanetto, & Sun (2017)

EDGES in Context

High-z galaxy luminosity functions from 
Bouwens+ 2015 (4 < z < 8), Oesch+ 2018 (z~10)

calibrate  
to LFs



Mirocha & Furlanetto (2018), astro-ph/1803.03272

EDGES in Context

High-z galaxy luminosity functions from 
Bouwens+ 2015 (4 < z < 8), Oesch+ 2018 (z~10)

allow  
“excess” 
cooling



Mirocha & Furlanetto (2018), astro-ph/1803.03272

EDGES in Context

High-z galaxy luminosity functions from 
Bouwens+ 2015 (4 < z < 8), Oesch+ 2018 (z~10)

?



Engineering a Solution

Mirocha & Furlanetto (2018), astro-ph/1803.03272

Q. What must SFE be to fit EDGES signal?



Engineering a Solution

Mirocha & Furlanetto (2018), astro-ph/1803.03272

Q. What must SFE be to fit EDGES signal?

*Implies boost in number counts in future JWST UDF.



•Fit UVLF and EDGES 
simultaneously, vary SFE 
parameters, LX-SFR 
relation. Limit to atomic 
cooling halos.


•Allow excess cooling 
(parametric approach)


•Generate radio 
background assuming LR 
~ fR x SFR.

Shape Problems

Mirocha & Furlanetto (2018), astro-ph/1803.03272

excess cooling
radio BG
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cooling halos.
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Words of Caution

Reconstructed thermal history

Mirocha & Furlanetto (2018), astro-ph/1803.03272

TEDGES



• TS is not fully coupled to TK 
at peak of signal!
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• TS is not fully coupled to TK 
at peak of signal!

• TK has already been 
affected by sources!

Words of Caution

Reconstructed thermal history

Mirocha & Furlanetto (2018), astro-ph/1803.03272

TEDGES



• TS is not fully coupled to TK 
at peak of signal!

• TK has already been 
affected by sources!

• Another situation in which 
galaxy formation physics is  
a nuisance for DM-focused 
inference.

Words of Caution

Reconstructed thermal history

Mirocha & Furlanetto (2018), astro-ph/1803.03272

TEDGES



Conclusions
•Viable charged DM parameter space 
is quite limited.


•Radio background explanation puts 
a lot of pressure on astrophysical 
sources, both to generate a strong 
enough background at z > 20 and to 
shut down beyond z ~ 10-15.


•The timing of the EDGES signal is 
also odd, implying there is more star 
formation at z > 10 than simple 
models predict, independent of 
amplification mechanism.

excess cooling
radio BG



Backup Slides
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This is a really hard measurement.

(mostly synchrotron)
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The Foreground Problem
deOliveira-Costa+ (2008) sky modelHarker+ (2012)

This is a really hard measurement.

(mostly synchrotron)



Challenges Thus Far

Draine & Miralda-Escudé
– 7 –

Fig. 1.— (a) Optical depth produced by nanoparticles in a column NH = 1021 cm�2 of CNM. Each curve is for

nanoparticles of the indicated size with total mass relative to H Xgr = 4⇥10�4 and µ = 2000D. (b) Absorption

signal for assumed synchrotron background of Eq. (15).

be broadened, with �⌫FWHM/⌫peak > 0.82. Even for a single grain size, the absorption spectrum

is much broader than the 21 cm absorption of Bowman et al. (2018). However, adding a dust

absorption component to the background model can provide more flexibility for fitting the observed

shape of the total spectrum and could reduce the required narrower component that is attributed

to high-redshift 21 cm absorption.

Figure 1b shows the decrease in sky brightness resulting from a column densityNH = 1021 cm�2

of di↵use ISM in absorption against a synchrotron background with assumed brightness temperature

Tsync = 900
⇣ ⌫

100MHz

⌘�2.43
K , (15)

which approximates the synchrotron brightness temperature reported by Bowman et al. (2018).

For Trot < 100K, spinning dust would appear in absorption for ⌫ . 200MHz.

In addition to interstellar nanoparticles, atmospheric aerosols could also a↵ect ground-based

observations. Let ⌃ be the mass surface density in aerosol particles of radius a along the path

through the atmosphere. The optical depth is

⌧rot =
2µ2⌃

3⇢a3c

✓
15

⇢a5kBTrot
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Figure 3. Fit and residuals using a polynomial foreground model with the full data set (left
column), using only a restricted range of frequencies (middle column), and using the full data set
but with a sine wave instead of the flattened Gaussian profile (right column). The rms values in
brackets in the top and bottom panels in the middle column are for the full data set.

an absorption feature which has an amplitude of ⇠ 1 K and is much less flattened than

that reported by Bowman et al. (2018). This is shown in the left column of Figure 3. The

residuals for this fit have an rms of 0.025 K, i.e., the fit is just as good as that obtained with

the physically-motivated model and with the same number of free parameters (9), but the

absorption feature found has very di↵erent properties. Bayesian analysis again confirms this

ambiguity, see Figure 7.

When using this polynomial foreground model, Bowman et al. (2018) generally only made

the fit to the data over a restricted frequency range. When we use just the range 60–99 MHz,

we do recover the flattened feature with ⇠ 0.5 K amplitude (middle column of Figure 3). The

residuals in the region below 60 MHz are however then very large, reaching ⇠ 3 K at 51 MHz.

It is not clear what justification there is for ignoring the data in the range 50–59 MHz when

using this description of the foregrounds. It is also notable that the residuals from the 5-

Hills, Kulkarni et al.

spurious instrumental artifacts? dust?
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an absorption feature which has an amplitude of ⇠ 1 K and is much less flattened than

that reported by Bowman et al. (2018). This is shown in the left column of Figure 3. The

residuals for this fit have an rms of 0.025 K, i.e., the fit is just as good as that obtained with

the physically-motivated model and with the same number of free parameters (9), but the

absorption feature found has very di↵erent properties. Bayesian analysis again confirms this

ambiguity, see Figure 7.

When using this polynomial foreground model, Bowman et al. (2018) generally only made

the fit to the data over a restricted frequency range. When we use just the range 60–99 MHz,

we do recover the flattened feature with ⇠ 0.5 K amplitude (middle column of Figure 3). The

residuals in the region below 60 MHz are however then very large, reaching ⇠ 3 K at 51 MHz.

It is not clear what justification there is for ignoring the data in the range 50–59 MHz when

using this description of the foregrounds. It is also notable that the residuals from the 5-

Hills, Kulkarni et al.

spurious instrumental artifacts? dust?
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