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Dark matter/Cosmology 

✦ Dark matter not contained 
within Standard Model of 
particle physics 

As these cosmological calculations of the matter abundance in the universe improved and be-
came more precise, an interesting tension came to the forefront between these calculations and the
developing standard model of particle physics. In particular it was not clear that the standard
model of particle physics contained a particle with the necessary properties to be significant on
cosmological scales. The most natural particle to consider for the non-baryonic dark matter was
the neutrino. A neutrino with mass of a few electron volts (eV) was appealing because if it was in
equilibrium in the early universe, the present mass density of neutrinos would be near the critical
density [31]. However, under more detailed scrutiny neutrinos at this mass scale turn out to be dis-
favored as a candidate for the dark matter. On the one hand, phase space limits strongly constrain
neutrino dark matter with mass less than a few hundred eV [32]. Further, numerical simulations
of the large scale structure distribution in the universe revealed that neutrinos with mass below
tens of electron volts were too “hot” to explain the observed galaxy distribution; because they were
relativistic when they decoupled they produced significantly fewer low mass galaxies in comparison
to the observations [33].

Though neutrinos with mass of a few hundred eV or less became disfavored as the dominant
component of non-baryonic dark matter, this analysis within a cosmological context motivated a
general theoretical framework for determining the abundance of a stable particle species that was
in thermal equilibrium in the early universe. Neutrinos with mass greater than about 1 GeV that
fall out of equilibrium while non-relativistic were found to be cosmologically-significant [34], and
that generically heavy leptons with similar interactions could be the dominant component of mass
in galaxies and clusters of galaxies [35]. These results pointed to a preferred scale, the weak scale,
to describe the interactions of a cosmologically-significant component of non-baryonic dark matter.
For a standard thermal history in the early universe, the abundance of a particle is related to its
thermally-averaged annihilation cross section times relative velocity as

h�annvi ⇡
3⇥ 10�27 cm3s�1

⌦DMh2
(1)

[36, 37, 38, 39, 40]. Recent cosmological measurements find that the fraction of non-baryonic dark
matter relative to the critical density is ⌦DMh

2 ' 0.11 [41]. For this value of ⌦DMh
2, for particles

in the approximate GeV mass range, this scale for the annihilation cross section is characteristic
of weak interactions. A particle with interactions at this scale is broadly referred to as a weakly-
interacting massive particle (WIMP).

Because of their weak scale interaction strength, WIMPs are detectable via non-gravitational
methods. In addition to the prediction of the annihilation strength of WIMPs, Equation 1 leads to
a basic prediction for the WIMP scattering cross section on ordinary matter (i.e. quarks). Com-
bining this scattering cross section with the estimation for the local number density of WIMPs, the
interaction rate is large enough for them to have been detected over two decades ago in the first
generation of low temperature germanium experiments that were primarily designed to search for
signatures of neutrinoless double beta decay. While it was certainly possible that these experiments
would detect WIMPs and render the non-gravitational detection of particle dark matter relatively
straightforward, the first two experiments to systematically search for WIMPs reported null re-
sults [42, 43]. The reported constraints ruled out the simplest model for WIMP interactions with
ordinary matter, and in the process first showed that if WIMPs comprise the dominant component
of dark matter in galaxies, physics must be invoked to suppress the scattering cross section relative
to that derived from the most basic cosmological arguments in Equation 1.
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✦ A particle’s annihilation 
cross section and abundance 
are related:

 “Thermal relic scale”

✦ Annihilation cross section characteristic of a weakly-interacting 
particle

✦ Weakly-interacting particles (WIMPs) a leading candidate for 
dark matter 

h�annvi ' 3⇥ 10�26 cm3 s�1 (1)
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(Theoretical) Gamma-ray view of Galaxy and beyond

Alex Drlica-Wagner   |   Fermi DM Overview

Dwarf Galaxies:
•Known location and 
dark matter content
•Low statistics

Pieri et al. (2011)

Milky Way halo:
•Large statistics 
•Diffuse background

Dark Matter in the Milky Way Halo

Low-Mass Satellites:
•Start with known 
gamma-ray emission
•Unknown origin

Galaxy clusters:
•Possibly large statistics
•Astrophysical signal 
expected

Electrons and Positrons!

Galactic Center:
•Large statistics 
•Lots of astrophysics

Spectral lines:
•“Clean” from 
astrophysics 
•Low statistics

Extragalactic background:
•Large statistics
•Lots of astrophysics



Space and ground-based gamma-ray astronomy
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Milky Way satellites
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Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇠ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇡ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

Dark Energy Survey: 
Drlica-Wagner et al. 2016

The Fermi Sky

DM

DM

W, Z, q, l

W, Z, q, l



Dark matter bounds from dSphs with gamma rays 
7

101 102 103 104

DM Mass (GeV/c2)

10�27

10�26

10�25

10�24

10�23

10�22

10�21

h
�
vi

(c
m

3
s�

1
)

bb̄

4-year Pass 7 Limit

6-year Pass 8 Limit

Median Expected

68% Containment

95% Containment

Thermal Relic Cross Section
(Steigman et al. 2012)

FIG. 1. Constraints on the DM annihilation cross section at 95% CL for the bb̄ (left) and ⌧+⌧� (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300
randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected
sensitivity while the bands represent the 68% and 95% quantiles. For each set of random locations, nominal J-factors are
randomized in accord with their measurement uncertainties. The solid blue curve shows the limits derived from a previous
analysis of four years of Pass 7 Reprocessed data and the same sample of 15 dSphs [13]. The dashed gray curve in this and
subsequent figures corresponds to the thermal relic cross section from Steigman et al. [5].

FIG. 2. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3� limit) [34], 112 hours of observations
of the Galactic Center with H.E.S.S. [35], and 157.9 hours of observations of Segue 1 with MAGIC [36]. Pure annihilation
channel limits for the Galactic Center H.E.S.S. observations are taken from Abazajian and Harding [37] and assume an Einasto
Milky Way density profile with ⇢� = 0.389 GeV cm�3. Closed contours and the marker with error bars show the best-fit cross
section and mass from several interpretations of the Galactic center excess [16–19].
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• Integrated DM masses of dSphs well-
determined within characteristic Fermi-
LAT angular resolution 

• Combine measured gamma-ray flux 
upper bound with the total dark matter 
mass in each satellite to get upper 
bound on the annihilation cross section

Fermi-LAT collaboration  
PRL, 1108.3546 
PRD, 1310.0828 
PRL, 1503.02641

• Bounds at higher DM mass from 
ground-based observatories 

• Lower mass bounds from CMB (Planck)
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Figure 6. Upper limits on flux (left) and cross section (right) versus J-factor. The points represent J-factors for each target estimated
either from spectroscopy (filled circles with error bars) or from the scaling relation discussed in Section 4 (filled circles). The green and
yellow shaded regions are the 68% and 95% containment regions for the blank-sky expectations, respectively. For comparison, the three
solid lines show the median expected upper limits for DM annihilation with the given cross section. No significant deviation from the
background-only expectation is observed.

J-factor uncertainty as a nuisance parameter (see Equa-
tions 3–5 in Ackermann et al. 2015b). The largest excess
found in the combined analysis of our nominal sample
was TS = 10.1 for a DM particle mass of 15.8 GeV an-
nihilating into ⌧ -leptons (see Figure 7). We calibrated
this TS against a sample of randomly selected blank-sky
locations to get plocal = 0.047 (1.7�). We converted this
to pglobal = 0.23 (0.7�) by applying a trials factor to
account for our scan in DM mass and annihilation chan-
nel.7

Ackermann et al. (2014) found that cross section up-
per limits derived from dSphs are fairly insensitive to
the assumed spatial extension. However, we investigate
the impact of modeling the targets as spatially extended
sources using the Navarro-Frenk-White (NFW) DM den-
sity profiles projected along the line of sight (Navarro
et al. 1997). Since the scale radii of the dSph candi-
dates are not well constrained, we consider characteristic
scale radii of 100 pc, 316 pc, and 1 kpc. When assum-
ing the largest scale radius of 1 kpc, we find that the
TS of the most significant excess observed in the anal-
ysis of the nominal sample (⌧+⌧� channel and mass of
15.8 GeV) increases to TS = 15.3. The global signifi-
cance of the excess assuming the most extended spatial
model is pglobal = 0.21 (0.8�); however, this value does
not account for the additional trials factor from testing
multiple spatial models.

We also performed our analysis using predicted
J-factor uncertainties of 0.4 dex and 0.8 dex when spec-
troscopic J-factors were unavailable. The TS values and
associated detection significances from these analyses are
listed in Table 3. Di↵erent choices for the target sample
and predicted J-factor uncertainties yield distinct null
distributions for the TS. The resulting pglobal values do
not account for the extra trials factor from testing mul-
tiple target samples and J-factor uncertainties. In all
cases, pglobal < 1�. Due to the lack of a significant ex-
cess in the combined analysis, we conclude that there is
no significant evidence of DM annihilation in the popu-
lation of confirmed and candidate dSphs.

7 If we only tested the single DM model best-fit to the GCE
then it would not be necessary to include a trials factor for testing
multiple DM masses and channels (e.g., Hooper & Linden 2015).

Table 3
Combined Analysis Results

Sample Channel Mass (GeV) TS pglobal

0.4 dex
Inclusive ⌧+⌧� 15.8 8.5 0.20 (0.8�)
Nominal ⌧+⌧� 15.8 8.5 0.18 (0.9�)
Conservative ⌧+⌧� 15.8 2.5 0.51 (-0.0�)

0.6 dex
Inclusive ⌧+⌧� 15.8 10.1 0.27 (0.6�)
Nominal ⌧+⌧� 15.8 10.1 0.23 (0.7�)
Conservative ⌧+⌧� 15.8 3.0 0.60 (-0.3�)

0.8 dex
Inclusive ⌧+⌧� 15.8 11.6 0.34 (0.4�)
Nominal ⌧+⌧� 15.8 11.4 0.29 (0.6�)
Conservative ⌧+⌧� 25.0 3.8 0.68 (-0.5�)

Note. — Largest TS values from the combined anal-
ysis of satellite systems in our three target samples. We
adopt log-normal J-factor uncertainties of 0.4 dex, 0.6 dex,
and 0.8 dex for targets lacking spectroscopic J-factors.
The global p-value is calibrated from random blank-sky
regions and is corrected for a trials factor from fitting
multiple DM annihilation spectra.

Assuming that the J-factors are an accurate represen-
tation of the expected dark matter annihilation signal,
a combined analysis of the satellite population is more
sensitive than the analysis of any individual target. In
Figure 8, we show the median expected sensitivity for an
analysis of our nominal sample assuming several di↵erent
J-factor uncertainties for targets without spectroscopi-
cally determined J-factors (kinematic J-factors are held
fixed in each case). Additionally, we show the optimistic
scenario where the J-factors for the entire sample can be
determined exactly. In this limiting case, the analysis is
sensitive to the thermal relic cross section for DM par-
ticles with mass . 200 GeV, a factor of ⇠ 2 increase in
mass relative to the analysis of Ackermann et al. (2015b).

In Figure 9 we show upper limits derived from a com-
bined analysis of our nominal sample assuming a J-factor
uncertainty of 0.6 dex for targets lacking spectroscopic
J-factors. We find that the derived upper limits are con-
sistent within the range of statistical fluctuation expected
from 300 random high-latitude blank-sky fields. The de-

Fermi-LAT/DES collaborations ApJ arXiv:161103184

Gamma-ray excesses do not 
correlate with measured J-factors

Possible gamma-ray excesses in a few 
ultra-faint satellites: e.g. Reticulum II 
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centroid position, distance, and spatial extension) can be
inferred by fitting the spatial and color-magnitude distri-
butions of the stars. Table I provides a summary of the
eight dSph candidates reported by Bechtol et al. [27].

TABLE I. DES dSph Candidates and Estimated J-factors

Name (`, b)a Distanceb log10(Est.J)c

deg kpc log10(
GeV2

cm5 )

DES J0222.7�5217 (275.0,�59.6) 95 18.3
DES J0255.4�5406 (271.4,�54.7) 87 18.4
DES J0335.6�5403 (266.3,�49.7) 32 19.3
DES J0344.3�4331 (249.8,�51.6) 330 17.3
DES J0443.8�5017 (257.3,�40.6) 126 18.1
DES J2108.8�5109 (347.2,�42.1) 69 18.6
DES J2251.2�5836 (328.0,�52.4) 58 18.8
DES J2339.9�5424 (323.7,�59.7) 95 18.3

a
Galactic longitude and latitude.

b
We note that typical uncertainties on the distances of dSphs

are 10–15%.
c

J-factors are calculated over a solid angle of �⌦ ⇠ 2.4 ⇥ 10
�4

sr

(angular radius 0.�5). See text for more details.

LAT ANALYSIS

To search for gamma-ray emission from these new dSph
candidates, we used six years of LAT data (2008 August
4 to 2014 August 5) passing the P8R2 SOURCE event class
selections from 500 MeV to 500 GeV. The low-energy
bound of 500 MeV is selected to mitigate the impact of
leakage from the bright limb of the Earth because the
point spread function broadens considerably below that
energy. The high-energy bound of 500 GeV is chosen
to mitigate the e↵ect of the increasing residual charged-
particle background at higher energies [32]. Compared
to the previous iteration of the LAT event-level analy-
sis, Pass 8 provides significant improvements in all areas
of LAT analysis; specifically the di↵erential point-source
sensitivity improves by 30%–50% in P8R2 SOURCE V6 rel-
ative to P7REP SOURCE V15 [33]. To remove gamma rays
produced by cosmic-ray interactions in the Earth’s limb,
we rejected events with zenith angles greater than 100�.
Additionally, events from time intervals around bright
gamma-ray bursts and solar flares were removed us-
ing the same method as in the 4-year catalog analysis
(3FGL) [34]. To analyze the dSph candidates in Table I,
we used 10�⇥10� ROIs centered on each object. Data re-
duction was performed using ScienceTools version 10-01-
00.3 Figure 1 shows smoothed counts maps around each

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/software/

FIG. 1. LAT counts maps in 10� ⇥10� ROI centered at each
DES dSph candidate (white “⇥” symbols), for E > 1 GeV,
smoothed with a 0.�25 Gaussian kernel. All 3FGL sources in
the ROI are indicated with white “+” symbols, and those
with TS > 100 are explicitly labeled.

candidate for energies > 1 GeV. The candidate dSphs re-
side in regions of the sky where the di↵use background
is relatively smooth. With the exception of DES J0255.4
�5406, all the objects are located more than 1� from
3FGL background sources (DES J0255.4�5406 is located
0.�63 from 3FGL J0253.1�5438).

We applied the search procedure presented in Acker-
mann et al. [17] to the new DES dSph candidates. Specif-
ically, we performed a binned maximum-likelihood analy-
sis in 24 logarithmically spaced energy bins and 0.�1 spa-
tial pixels. Data are additionally partitioned in one of
four PSF event types, which are combined in a joint-
likelihood function when performing the fit to each ROI
[17].

We used a di↵use emission model based on the model

Geringer-Sameth et al. PRL 2015 
Hooper & Linden JCAP 2015  
Li et al. PRD 1805.06612

Probably not strongest sources from 
measured DM distribution (Simon et al. 2015)



Extending bounds 

• More generally, dark 
matter may 
annihilate to multi-
body final states 

• Combining with 
CMB provides 
strong limits on 
these models  

• Also limits from 21 
cm cosmology 
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FIG. 5: Constraints on the annihilation cross section for several channels using the Planck, Fermi-LAT, Fermi-LAT + MAGIC
and VERITAS. The limits are at the 95% level.

VI. CONCLUSIONS

In this paper we have examined experimental constraints on general four-body dark matter annihilation models,
in which the final state Standard Model particles are produced through an unstable mediator. We compare these
constraints on the annihilation cross section to previously reported constraints on two-body decay models, and find
that the current gamma-ray and Planck data is su�cient to strongly constrain four-body final state models over a
large range of interesting parameter space. For most cases considered, we show Fermi-LAT, MAGIC, and VERITAS
limits are weaker in the four-body than the two-body channel, because in the four-body channel a larger fraction
of the photons are produced below the detection threshold of these experiments. On the other hand, the Planck

Steven Clark et al. PRD 2017



Gamma-ray lines from dark matter 
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Figure 2. 95% C.L. exclusion limits on the velocity weighted cross section for DM self-annihilation
into �� as a function of MDM for Fornax, Carina, Coma Berenices, Sculptor and Sagittarius dSphs.

Poisson realizations of both NON,ij and NOFF,ij . The mean sensitivity as well the statistical
68% (±1�) and 95% (±2�) containment bands are also plotted.

A limit of h�vi . 3⇥ 10�25 cm3 s�1 is reached in the mass range of 400 GeV to 1 TeV.
The combination of all five galaxies allows an improvement in the constraints up to a factor
of 2 around 600 GeV with respect to individual galaxies.

Note that, at certain DM masses, the combined limit becomes worse than some individ-
ual limits, and the combined limit without Sagittarius becomes more constraining than the
combined one that includes Sagittarius. This is due to the statistical effect of adding an indi-
vidual data set with large negative fluctuations (or excesses) and large expected signal around
those energies (case of Sculptor at ⇠ 350 GeV, Coma Berenices at ⇠ 2 TeV, and Sagittarius
at ⇠10 TeV), to large data sets with positive fluctuations and smaller or similar expected
signal (case of Carina and Sagittarius at ⇠ 350 GeV, Carina, Sculptor and Sagittarius at ⇠ 2
TeV, and Coma Berenices at ⇠10 TeV). The limits of the individual data sets will be highly
overestimated, while the combination with the large data sets will push the combined limits
to less constraining values.

4.3 Limits on pure WIMP models

In this section ‘pure WIMP’ models are briefly introduced and the distinctive shapes of their
gamma-ray annihilation spectra are discussed. The results for the limits on this class of
models are then presented.

– 8 –
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6

FIG. 2: The 95% confidence level upper limits on the cross section of DM annihilating into double γ-rays obtained in our
analysis of the dSphs (black solid line). Yellow and green bands represent 68% and 95% containment of limits obtained by
103 blank-sky simulations, respectively. Also plotted are results based on other samples with different J-factors. Note that
they can not be compared with neither the “fiducial” result (black solid line) nor blank sky band directly since the numbers of
dSphs contained in different samples are not the same. The bracketed number in the line label represents the number of dSphs
in the given sample.

is for Einasto DM distribution while the solid line is for the Isothermal DM distribution [33]. The yellow line and
magenta line are the constraints set by Pass 7 dSph data [42, 43]. Interestingly, though for continual signal the dSphs
yield the most stringent constraints, for line-like signal the constraints by dSphs are weaker than that set by Galactic
gamma-ray data notably (the dSph constraints are one or more orders of magnitude weaker than the Galactic data
constraints). This indicates that, for DM line searches a larger J-factor(s) is more important than cleaner background
due to the distinctive spectrum feature of the signal. The Galactic center is a better target unless much more dSphs
with larger J-factor are found in the future. For the same reason, the galaxy clusters give the weakest constrained
unless the boost factors are very high.

FIG. 3: A compilation of constraints on cross section of the DM annihilating to double γ-rays. Our “fiducial” result obtained
by analyzing data from 21 dSphs is shown in red. The results from the analyses of the LMC and SMC data are shown in black
and blue. For comparison, we also plot several constraints from other studies. The cyan line is for the constraints set by galaxy
clusters [40]. The green solid/dashed lines are the constraints set by the Galactic gamma-ray data in the case of Isothermal
and Einasto DM distributions, respectively [33]. The yellow and magenta lines are constraints for dSphs reported by Huang et
al. [43] and by Geringer-Sameth et al. [42], respectively.
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Can DM signal be found with Fermi? 

• Not yet done finding faint Milky Way satellites 
• But spectroscopic follow up  will be more difficult 
• Possibly completely ``dark” galaxies 
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J and D-Factor Scaling 7

Figure 6. J-Factor models versus measured J-Factors at qmax = 0.5�. The models from left to right are: s4
los/d

2
r1/2, 1/d

2, L
0.32/d

2
r1/2. Each model has been

scaled to match the one-to-one line. The shaded bands show the intrinsic spread of the models (sJ) which is labeled in the upper-left hand corners. The last
model is explored in Section 4.7. The slos based model presentations a significant improvement over 1/d

2 models.

Table 1. Normalization (J0/D0) and intrinsic spread (sJ/sD) (in logarith-
mic units) of the scaling relations for different integration angles of the J
and D-Factors. The units of J(D)-Factor are GeV2 cm�5 (GeVcm�2).

log10 J0/ log10 D0 sJ/sD

J(0.1�) 17.51 0.10
J(0.2�) 17.63 0.07
J(0.5�) 17.72 0.05
J(ac) 17.62 0.05
D(0.1�) 9.55 0.53
D(0.2�) 9.90 0.47
D(0.5�) 10.27 0.37
D(ac/2) 9.32 0.11

4.3 J-Factor Scaling

The first searches for dark matter annihilation into gamma-rays
from new dwarf galaxy candidates discovered in DES (Bechtol
et al. 2015; Koposov et al. 2015a; Drlica-Wagner et al. 2015b)
used an empirical scaling relationship between the J-Factor and
distance to estimate the J-Factor for the new discoveries (Drlica-
Wagner et al. 2015a; Albert et al. 2017b). Their relation is written
as log10

�
Jpred(0.5�)/J0

�
= �2log10 (d/100kpc). The normaliza-

tion, J0, varies based on the J-Factor compilation and it ranges be-
tween log10 J0 = 18.1� 18.4GeV2 cm�5 (Geringer-Sameth et al.
2015b; Bonnivard et al. 2015b; Martinez 2015). One of the re-
cently discovered dSphs, Carina II, contained a significantly lower
J-Factor than the distance scaling prediction (T. S. Li et al., in prep)
and led us to explore more general scaling relations.

Guided by the analytic work of Evans et al. (2016), we exam-
ined scaling relations of the form: log(J(qmax)/J0) = a logslos +
b logd + g logr1/2. The best fit scaling parameters (a,b ,g) were
determined by examining model residuals and looking for parame-
terizations without trends with respect to d, slos, or r1/2. We quan-
tified the size of the residuals (which we refer to as the intrinsic

6 In Leo V we find a similar small zero-slos tail in the 5 star data set from
Walker et al. (2009c).

spread or scatter with logarithmic units), sJ , by applying the can-
didate relation and fitting the residuals with a Gaussian.

We find a minimum in sJ for model parameters: (a,b ,g) =
(4,�2,�1) (with qmax = 0.5�). With typical dSph properties, our
J-Factor scaling relation can be expressed as:

J(0.5�)
GeV2 cm�5 ⇡ 1017.72

⇣ slos
5kms�1

⌘4
✓

d

100kpc

◆�2✓
r1/2

100pc

◆�1
.

(9)

This relation has sJ = 0.05. We note that s4
los/d

2
r1/2 combined

with 1/G
2 (Newton’s constant) has the units of the J-Factor, as the

units of [J/G
2] are [velocity]4/ [length]3. In Table 1, we list nor-

malization (J0) and sJ for other integration angles. The minimum
sJ occurs at 0.5�and ac. We expect the minimum to occur at ac as
it is dependent on the r1/2, the radius where the mass is best esti-
mated for dispersion supported systems (Walker et al. 2009d; Wolf
et al. 2010). The errors in the J-Factors are minimized at this angle
(Walker et al. 2011). Due to the rapid fall-off of the J-Factor with
qmax, it is not surprising to see small scatter at the larger angle also.

In Figure 6, we compare J-Factor models and measurements
(at qmax = 0.5�). The models from left to right are: s4

los/d
2
r1/2,

1/d
2, L

0.32/d
2
r1/2. Each model is scaled to match the one-to-one

line. The first is our best-fit model and has the smallest sJ . The sec-
ond is the previously utilized distance based model (Drlica-Wagner
et al. 2015a; Albert et al. 2017b). The last is a luminosity based
model and is discussed in detail in Section 4.7. As shown in Fig-
ure 6, the slos based scaling relation provides an excellent fit to the
data.

In Figure 7, we show the residuals (Jmeasured � Jmodel) of this
relationship along with subsets of the parameters. We compare the
residuals versus d, slos, r1/2, and LV, where LV acts as a cross-
check and is not a direct input. For ease of comparison, each row
has the same residual range (y-axis) and shaded bands display sJ

for each model. In all subset panels, there are trends with respect
to the “missing” dSph parameters. The rough form of our relation
can be derived by examining several rows in Figure 7. The first
step is to examine the d only relation (second row of Figure 7)
and observe that the residuals have a positive trend with slos. The
s4

los/d
2 relation (fifth row in Figure 7), has a negative trend with
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Are dSphs simple single population stellar systems? 

• Many DM density profiles explored 

• Standard assumptions: equilibrium, 
spherical symmetry, isotropy (LS et al. 
2008, Lokas 2009, Walker et al. 2009, Read 
et al. 2018) 

• Corrections from non-spherical 
potentials (Hayashi & Chiba 2012; 
Kowalczok et al. 2013) 

• Stellar distribution function-based 
models (Strigari, Frenk, White 2010, 2015, 
2018) 

• Orbit-based models (Breddels et al. 2012; 
Jardel & Gebhardt 2012, 2013)



Multiple stellar populations

• Some dSphs (Sculptor, ANDII) show 
evidence for multiple stellar 
populations 

• Some kinematic studies disfavor 
NFW for Sculptor (Walker & 
Penarrubia 2011; Amorisco & Evans: 
Agnelle & Evans 2012) 

• Some studies show NFW cannot be 
ruled out for Sculptor (Breddels & 
Helmi 2014; Strigari, Frenk, White 2014) 

• No apparent addition information 
from ANDII multiple populations (Ho 
et al. 2013) 
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Fig. 8.— Results of joint fits to the MP and MR photometry and kinematics, using the WP binned data. In each panel, the solid line
assumes an NFW, and the dashed line a Burkert potential.
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Fig. 8.— Results of joint fits to the MP and MR photometry and kinematics, using the WP binned data. In each panel, the solid line
assumes an NFW, and the dashed line a Burkert potential.
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Fig. 8.— Results of joint fits to the MP and MR photometry and kinematics, using the WP binned data. In each panel, the solid line
assumes an NFW, and the dashed line a Burkert potential.
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Internal stellar proper motions

• Internal stellar proper motions 
provide missing phase space 
measurements (Wilkinson et al. 2001; 
LS, Bullock, Kaplinghat 2007)  

• Potential to distinguish between 
DM cores/cusps 

• HST Requirements:  
• Sculptor requires PMs ~ 22 

micro-arcsec/year 
• Positional accuracy of 0.003 

ACS/WFC per epoch 
• For N exposures, the positional 

accuracy per exposure is 0.003 
sqrt(N)  

• For N ~5-19, positional accuracy 
per exposure is ~ 0.01 pixel  

• Not easy! 
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3D motions in the Sculptor dwarf galaxy as a glimpse of a new era
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The 3D motions of stars in small galaxies beyond our own are minute and yet

they are crucial for our understanding of the nature of gravity and dark matter1,2.

Even for the dwarf galaxy Sculptor which is one of the best studied systems and

inferred to be strongly dark matter dominated3,4, there are conflicting reports5,6,7

on its mean motion around the Milky Way and the 3D internal motions of

its stars have never been measured. Here we report, based on data from the

Gaia space mission8 and the Hubble Space Telescope, a new precise measurement of

Sculptor’s mean proper motion. From this we deduce that Sculptor is currently

at its closest approach to the Milky Way and moving on an elongated high-

inclination orbit that takes it much farther away than previously thought. For

the first time we are also able to measure the internal motions of stars in Sculptor.

We find σR = 11.5 ± 4.3 km s−1 and σT = 8.5 ± 3.2 km s−1 along the projected

radial and tangential directions, implying that the stars in our sample move

preferentially on radial orbits as quantified by the anisotropy parameter, which

we find to be β ∼ 0.86+0.12
−0.83 at a location beyond the core radius. Taken at face

value such a high radial anisotropy requires abandoning conventional models9 for

the mass distribution in Sculptor. Our sample is dominated by metal-rich stars

and for these we find βMR ∼ 0.95+0.04
−0.27, a value consistent with multi-component

models where Sculptor is embedded in a cuspy dark halo10 as expected for cold

dark matter.

To measure the proper motions (PMs) of individual stars in Sculptor we used data taken

12.27 years apart. The first epoch was acquired with the Advanced Camera for Surveys on
board HST. The data set consists of two overlapping pointings separated by about 2′ (∼ 50

pc, see Fig. 1), each split in several 400 sec exposures in the F775W filter. The overlapping
field-of-view has been observed 11 times. We obtained a catalog of positions, instrumental

magnitudes and Point Spread Function (PSF) fitting-quality parameters by treating each
chip of each exposure independently. Stellar positions were corrected for filter-dependent
geometric distortions11. We then cross-matched the single catalogs to compute 3σ-clipped
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Fig. 2.— Properties of our sample. a) is the color-magnitude diagram for the stars

in our PM catalog. Black dots are likely members (with PM amplitude smaller than 0.23
mas yr−1), red circles are the 15 member stars with the best measured PMs (used to compute

the internal velocity dispersion of Sculptor), and gray triangles are likely non-members. The
same color coding is used in the next panels. b) shows the sources with a measured PM.

The two background galaxies are marked in red, and their weighted mean in blue, together
with the associated 1σ uncertainty. c) shows the observed projected motions of stars in the
field.

orbits in a multi-component Galactic potential19. These show that Sculptor moves on a
relatively high inclination orbit and that it is currently close to its minimum distance to

the Milky Way, as we find its peri- and apocenter radii are rperi = 73+8
−4 kpc and rapo =

222+170
−80 kpc. The values of these orbital parameters depend on the assumed mass for the

Milky Way halo, but variations of 30% lead to estimates within the quoted uncertainties (see
the Methods section for more details).

Finally, we deduce the maximum apparent rotation for this orbit to be 2.5 km s−1 deg−1

at a position angle ∼ 18 deg. Therefore if we correct the velocity gradient along the major

axis previously measured4 in Sculptor for this apparent rotation, we find an intrinsic rotation
signal along this axis of amplitude 5.2 km s−1 deg−1. This implies that at its half-light radius,

vrot/σlos ∼ 0.15, for a line-of-sight velocity dispersion4 σlos = 10 km s−1. Given the large
pericentric distance and the small amount of rotation we have inferred, this implies that
Sculptor did not originate in a disky dwarf that was tidally perturbed by the Milky Way20.

We determined the internal transverse motions of the stars in Sculptor using a sub-

sample selected such that: (i) 18.4 < G < 19.1 mag, to avoid stars in the HST non-linear
regime and those where theGaia positional errors are more uncertain21; (ii) the errors on each
of the PM components are smaller than 0.07 mas yr−1(corresponding to 27.9 km s−1 at the

distance of Sculptor); (iii) the total PM vector is smaller than 0.23 mas yr−1(i.e. 91.6 km s−1,
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• Self-consistent stellar DF 
model + LOS velocities predict 
the PM velocity dispersion 
profiles 

• Multiple populations + PMs 
provide most significant test of 
NFW vs cored Burkert model 
in dSphs 

• Gaia + data unable to 
discriminate cores vs. cusps 

• Require PM velocity 
dispersions to ~ 1 km/s (LS, 
Frenk, White 2018)

Sculptor stellar populations & proper motions
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Fig. 2.— Predicted velocity dispersions for the MR (top), MP (middle) and combined populations. In each panel, the red is for the NFW
profile and the blue for the Burkert profile. The solid curves are the mean of the posterior distribution at each radius and the dashed curves
encompass its 10 to 90% range. The symbols with error bars show the values of the transverse tangential and radial dispersions derived
from the PM measurements by Massari et al. (2017) and the LOS dispersion of each population estimated by Strigari et al. (2017) based
on data from Walker & Penarrubia (2011).
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profile and the blue for the Burkert profile. The solid curves are the mean of the posterior distribution at each radius and the dashed curves
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Fig. 1.— Field of view towards the Sculptor dwarf spheroidal galaxy. a) is a
Digital Sky Survey image of the center of Sculptor. The ellipse indicates the core radius13

(rc ∼ 5.9′∼ 144 pc). The two HST pointings marked with boxes are located at an average
distance RHST ∼ 7.6′ ∼ 185 pc, well inside the half-light radius (rhl ∼ 16′ ∼ 390 pc) of the

system. b) and c) show the HST images of the two background galaxies used to determine
the absolute zero point of the PM.



Orbits of dSphs

• 3D orbital dynamics of dSphs from Gaia  

• Members from stellar spectra (Gaia collaboration/Helmi 
et al., Fritz et al., Simon 2018)  

• Members from Gaia photometry (Masseri & Helmi 2018)

Proper Motions of DES Satellites 3

Figure 1. Left & Middle: Example of the selection of candidate members for Reticulum II, with left (middle) showing the color-
magnitude diagram (CMD) using Gaia (DES) photometry. Points are colored by: all stars (cyan), after Gaia cuts (orange; the Gaia cuts
include parallax, astrometric fit, and escape velocity), after DES color-magnitude selection (purple). Overlaid in red open squares are the
spectroscopically confirmed members (Simon et al. 2015). Right: CMD with spectroscopic members in Eridanus II, Grus I, Horologium
I, Reticulum II, Tucana II, Tucana III (references in Table 2) that are included in the DES DR1⇥Gaia catalog. The lines shows our
color-magnitude selection which includes a range based on color (red) and distance modulus (blue-dotted).

cept for some RR Lyraes in this color range. Indeed, the
spectroscopic RHB member in the tidal tail of Tucana
III (Li et al. 2018b) turns out to be a non-member from
its proper motion; however, the RHB member in Tucana
II is a proper motion member (Walker et al. 2016). Fur-
thermore, we may miss members that are farther away
from the isochrone, either due to larger photometric un-
certainties at fainter magnitudes, or due to an intrinsic
metallicity spread (e.g. see Eridanus II in the right panel
of Figure 1). If the satellite is more metal-rich (and there-
fore more likely to be a star cluster rather than a dwarf
galaxy), the color of its members will also deviate from
the default isochrone, which may result in a null measure-
ment. This is further discussed in §3.2 for the satellites
with null results.
We note that all DES photometry referred in this

paper are dereddened photometry from DES DR1, us-
ing the E(B � V ) values from the reddening map of
Schlegel et al. (1998) and extinction coe�cients reported
in DES Collaboration (2018), which were derived using
the Fitzpatrick (1999) reddening law and the Schlafly &
Finkbeiner (2011) adjusted reddening normalization pa-
rameter. For Gaia photometry, we refer to the observed
photometry from Gaia DR2 without any reddening cor-
rection, and we note that the Gaia photometry is only
used for plotting and not used for any computation.

2.2. Method

We model the candidate stars as a mixture model con-
taining a satellite and a MW foreground. The total like-
lihood (L) is:

L = (1� fMW)Lsatellite + fMWLMW , (1)

where Lsatellite and LMW correspond to the satellite
(dwarf galaxy or star cluster) and MW components re-
spectively. fMW is the fraction of stars in the MW com-
ponent. Each likelihood term is decomposed into spatial
proper motion parts:

Lsatellite/MW = LspatialLPM , (2)

where Lspatial and LPM are terms for the spatial and
proper motion distributions respectively. The proper mo-

tion term is modeled as a multi-variate Gaussian:

lnLPM = �1

2
(���)>C�1(���)� 1

2
ln

�
4⇡2 detC

�
(3)

where � = (µ↵ cos �, µ�) is the data vector and � =
(µ↵ cos �, µ�) is the vector containing the systemic proper
motion of the satellite or MW foreground. The covari-
ance matrix, C, includes the correlation between the
proper motion errors and a term for the intrinsic proper
motion dispersion. The covariance matrix is:

C =


✏
2

µ↵ cos � + �
2

µ↵ cos � ✏
2

µ↵ cos �⇥µ�

✏
2

µ↵ cos �⇥µ�
✏
2

µ�
+ �

2

µ�
,

�
(4)

where ✏ represents the proper motion errors and � the
intrinsic dispersions. We do not include intrinsic disper-
sion terms for the satellite component as it is expected
to be significantly smaller than the proper motion uncer-
tainties3.
For the satellite spatial term, we assume a projected

Plummer stellar distribution (Plummer 1911):

⌃(Re) =
1

⇡a
2

h(1� ✏)
(1 +R

2

e/a
2

h)
�2

, (5)

where R2

e = x
2+y

2
/(1� ✏)2, is the elliptical radius, ah is

the semi-major half-light radius, and ✏ is the ellipticity.
Here x and y are the coordinates along the major and
minor axis respectively and the on-sky coordinates (�↵,
��) have been rotated by the position angle, ✓, measured
North to East to this frame. The spatial scale for the
MW satellites is the half-light radius, rh = ah

p
1� ✏, and

we use the azimuthally averaged quantity here. The pa-
rameters for ah, ✏, and ✓ are taken from the literature and
summarized in Table 1. The satellite’s probability distri-
bution of projected ellipticity radii is given by pRe(Re) =

d/dRe

hR Re

0
⌃(Re)RedRe/

R Rmax

0
⌃(Re)RedRe

i
. For the

3 For example, a star with G ⇠ 18 mag at 80 kpc has errors on
the order of 80 km s�1 while the expected intrinsic dispersion is
⇠ 3� 6 km s�1.

Pace & Li 2018

• Members identified from 
DES photometry & Gaia 
(Pace & Li 2018)

A&A proofs: manuscript no. UFDsmot_v10

Fig. 3. All-sky view of orbital poles for the objects in the sample; the circles indicate the median of the 2000 Monte Carlo simulations while the
small points around each object plot the orbital poles from the individual simulations. The magenta circles contain 10 per cent of the sky around
the assumed VPOS pole, which is given as a “X” for the “co-orbiting” direction (orbital sense as most classical satellites, including the LMC and
SMC), and a “+” for the opposite normal direction (“counter-orbiting”). Top panels: objects with Galactocentric distances between 0-50kpc (left)
and 50-100kpc (right); bottom panels: objects with Galactocentric distances between 100-200kpc (left) and in the putative Crater-Leo group.

that Crater II fits in the standard ΛCold Dark matter scenario
but has lost the great majority of its mass to tidal interactions
with the MW. There is still a small deviation which, when it
gets more significant, might necessitate cored dark matter ha-
los (Sanders et al. 2018) or deviation from General Relativity
(McGaugh 2016).

As stated above, several other systems do share internal or-
bits such as Crater II and therefore the potential impact of tidal
disturbances needs to be understood to properly interpret these
systems’ structural and internal kinematic properties.

5.3. The Missing Satellite Problem

Figure 5 shows histograms of the ratio f = (dGC − rperi)/(rapo −
rperi). Both histograms have a peak at small value of f . This is
more pronounced for the low-mass MW model, which based on
the arguments in the preceding sections, we consider less plau-
sible. Basic dynamics dictates that within their orbits, galaxies
spend most of their time near apocenter, where the velocity is
lower. Also, the number of galaxies at small pericenters (! 20

kpc) is reduced through tidal destruction. So if we had a com-
plete sample of MW dwarfs, then the histograms would have to
be increasing towards high f . By contrast, even for the high-
mass MW, the observed histogram is flat at best. The corollary
is that there must be a population of (ultra-faint) dwarf galax-
ies that are currently at apocenter, especially beyond ∼ 100 kpc,
that have yet to be discovered. This is relevant to the so-called
"missing satellite” problem (see review in Kravtsov (2009)), as it
affects the comparison of observed dwarf galaxy counts to sub-
halos found in hierarchical galaxy formation scenarios. Implica-
tions of this statement will be discussed in Patel et al. (in prep.).

5.4. Orbital Poles and Planar Alignments

Figure 3 shows the distribution of orbital poles for three distance
bins (0 to 50, 50 to 100, and 100 to 200 kpc), as well as for
the proposed members of the Crater-Leo Group (not included
in the 100 to 200 kpc plot). The uncertainty in the direction of
orbital poles is illustrated with point clouds based on the 2000
Monte Carlo simulations of the measurement uncertainties. The
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• Fornax analogues in APSOTLE show a range tidal disruption possibilities (Mei-Yu 
Wang, Azi Fattahi et al. 2017) 

• Difficult to match the kinematics & the orbital dynamics simultaneously 

• Best model: Stream with surface brightness ~ 32 mag/arcsec^2 (DES, LSST?)

Orbits of dSphs
8 M.-Y. Wang et al.

Figure 7. Projected spatial distribution of the star particles from two Fornax analogues (upper two rows, F1 and F2) and one Sculptor/Leo I analogue (lower
row, SL2) as a function of the age of the Universe. These images include all star particles that are gravitationally bound to those dSphs at their infall time
or at any time thereafter. For both Fornax analogues, tidally stripped star particles can be seen to extend far beyond the main bodies of the galaxies. For the
Sculptor/Leo I analogues, there are no obvious tidal features, only a very small number of stripped star particles.

Fornax distance, radial velocity and proper motion, assuming these
distributions to be Gaussian.

We find that the derived orbital pericentre and apocentre
ranges vary with the assumption of the underlying Galactic po-
tential. We have considered the six HR Galactic potentials from
APOSTLE and the Galactic potential model from Johnston et al.
(1995). We list the results of these calculations in Table 1.

We find that a population of Fornax analogues has a pericen-
tre distance smaller than the lower bound on that of Fornax itself,
more so for the analogues experiencing the greatest stellar tidal
stripping. For the analogues that do lie within the shaded regions
in Fig. 6 (both from the MR simulations), the highest stellar mass
loss fraction is <∼ 10%, which corresponds to ∼ 6.7 × 105 M⊙ of
tidally stripped stars. By interpolating along the approximate locus
of the analogues in Fig. 6 we can infer that the observed bounds on
the likely pericentre of Fornax are consistent with stellar mass loss
fractions of up to <∼ 15− 20%.

We note that even though a majority of the Fornax analogues
are heavily tidally stripped, most of them have orbits that are not
consistent with the orbital properties (e.g. pericentre distance) in-
ferred from the measurements of the motion of Fornax. Precisely
matching the real orbital properties if Fornax is difficult, due to the
small sample size in our simulations. As a result, only two sub-
haloes satisfy all constraints when the orbital data is included. In
addition to the implications for the formation of Fornax, this may
have interesting implications for the Milky Way potential. For ex-
ample, in Table 1 we show that a more massive Galactic potential
predicts smaller pericentre distances. If the Milky Way halo mass
is less than ∼ 1012M⊙, the 95% confidence lower bound on the
pericentre is∼ 110 kpc (see Table 1). This is also inconsistent with
any of our Fornax analogues.

In the case of Sculptor, a similar orbital study was carried out
by Piatek et al. (2006). They obtain 95% confidence intervals on
perigalacticon and apogalacticon of 31 < rp < 83 kpc and 97 <
ra < 313 kpc, implying 0.26 < e < 0.60 with the Galactic poten-
tial model from Johnston et al. (1995). In the case of Leo I, a study
of HST proper motion measurements was carried out by Sohn et al.
(2013). Using three different mass models for the Galactic potential
with total virial masses of 1.0×1012, 1.5×1012, and 2.0×1012M⊙

respectively, they infer a perigalacticon occurring 1.05± 0.09 Gyr
ago at a galactocentric distance of rp = 91 ± 36 kpc. On this ba-
sis they estimate that Leo I entered the Milky Way virial radius
2.33 ± 0.21 Gyr ago and is most likely on its first infall. Most of
our Sculptor/Leo I analogues lie within those perigalacticon and
apogalacticon ranges, although the some of them have higher or-
bital eccentricities.

6 TIDAL DEBRIS

In this section we study the surface brightness of the outer regions
of the analogues, including their tidal debris, in order to assess the
detectability of tidal features. We also investigate the possibility
that tidally stripped star may contaminate kinematic observations
of real dSphs.

6.1 Do dSphs have stellar tidal tails?

In Fig. 7 we show the time evolution of the stellar mass surface
density distribution for three HR dSph analogues: F1, F2, and SL2.
In the leftmost panels, which correspond to these galaxies at their
times of infall, the star particles are deeply embedded within their



dSphs with deep photometry
• Fornax 

• Enhanced SF ~3-4 Gyr ago (Coleman 
& de Jong 2008) 

• CDM infall times ~9 Gyr ago (Rocha 
et al. 2012, Wang et al. 2015) 

• Heavily stripped halo  
• No apparent tidal signature 

• Carina 
• Tidal disruption  
• Multiple episodes of star formation 
• Kinematic models include tidal effects 

(Ural et al 2015) 

• DECam observations indication minimal 
tidal disruption (McMonigal et al. 2015)

6 Wang et al.

Figure 3. Upper left panel : spatial distribution of Fornax dSph matched filtered stars. Upper right panel : surface number density map
of the matched filtered stars overlaid with iso-density contours. The light blue cross marks the galaxy centroid. Lower left panel : Map of
residuals between the Fornax surface number density profile from the matched filtered stars and the surface density from the best-fitting
Sersic model (see Table 1 for the parameter values). Pixel size is 2′ × 2′, smoothed by a Gaussian kernel with 4′ dispersion. Lower right
panel : The residual map with blue (orange) and dark blue (dark orange) contours showing 2σ and 3σ detections above (below) the mean
residuals. The red ellipses in each panel show the nominal King tidal radius derived from this work. The gray ellipse at the center with
radius of 10′ marks the region that is excluded in the residual analysis.

a multitude of features, indicating that it has experienced
a prolonged period of star formation. The well sampled
stellar features are clearly different from MW contamina-
tion features, as traced by the surrounding background
region. The bright part of the CMD is dominated by
the RGB feature, which shows a clear bifurcation (also
see discussions in Bate et al. (2015) and Battaglia et al.
(2006)). Following Battaglia et al. (2006) and Bate et al.
(2015), we will refer to the two branches of RGBs as the
blue RGB (B-RGB) and red RGB (R-RGB). The two fea-
tures probe stars of different metallicities and ages and
show different spatial distribution, pointing to a radial
gradient of age within Fornax (see also Battaglia et al.
(2006) and de Boer et al. (2012)). Blue loop (BL) stars

are also visible around g − r ≈ 0.5, indicating the pres-
ence of He-core burning stars with ages ranging from a
few million years to 1 Gyr. Lower down in the CMD,
a strongly populated horizontal branch (HB) and red
clump (RC) are visible, both of which change distribution
at different radii. Ancient (>10 Gyr), metal-poor blue
HB stars are strongly present in the 0.8 < rell < 1.5◦ bin,
while the RC stars dominate in the innermost bin. This
indicates that the radial age gradient is also linked to a
metallicity gradient, as also seen from previous spectro-
scopic measurements at different radii (Battaglia et al.
2006). The rich, composite red clump is composed of
intermediate age, metal-enriched stars which have been
used as a standard candle to determine the distance to

M-Y Wang et al,  
DES collaboration 2018



Statistical properties of satellites orbits 

• Orbital distribution of the Milky Way satellites is more circular than radial (Cautun & Frenk, 2017) 

• Most prominent for galaxies closest to Galactic center 

• Does this agree with predictions from cosmological simulations (Alex Riley et al. in prep)
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FIG. 3. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τ+τ−

(right) channels from this work with previously published constraints from LAT analysis of the

Milky Way halo (3σ limit) [33], 112 hours of observations of the Galactic Center with H.E.S.S.

[34], and 157.9 hours of observations of Segue 1 with MAGIC [35]. Closed contours and the marker

with error bars show the best-fit cross section and mass from four interpretations of the Galactic

center excess [16–19].

such as the Dark Energy Survey [37] and the Large Synoptic Survey Telescope [38].333
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Implications for Galactic center searches 

• Some interpretations of Galactic center gamma-ray emission are constrained 

•  Uncertainty in Galactic center dark matter distribution prevents more definitive 
statement

Fermi-LAT collaboration PRL, 1503.02641
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Figure 17. Spectrum of the GCE emission, together with statistical and systematical errors, for
model F (cf. figure 14). We show fits to the GCE with various spectral models. We emphasize that
the shown systematic errors are correlated, and that the spectral models actually do provide a good
fit to the data in most cases. We show the best-fit model parameters, along with indicators for the
fit quality, in table 4 (cf. figures 18 and 20). See text for details on the fitting procedure.

parametric fits to the data.
In the previous section, we found that theoretical and empirical model uncertainties

a↵ect the GCE spectrum at a similar level (see figure 14). However, theoretical model
uncertainties in the way we discussed them here are di�cult to interpret in a purely statistical
sense, since the TS values that we find for fits with our 60 GDE models di↵er typically by
> O(100) values (see appendix A), and even our best-fit model for the GDE gives formally
a poor fit to the data. This is a generic problem of modeling the GDE [58], as we discussed
at the end of section 4.1. On the other hand, the empirical model uncertainties are simple
to interpret statistically and give by construction a realistic account for typical systematics
of state-of-the-art GDE modeling.

We will hence adopt the following strategy : We will use the GCE spectrum and associ-
ated statistical errors from model F only, which gives formally the best-fit to the Fermi -LAT
data in our ROI. In fits to the GCE spectrum we then only consider the empirical model
systematics, and neglect the theoretical ones. Given the small scatter for the GCE spec-
trum that we find for di↵erent GDE models, this is well justified. We checked explicitly that
using di↵erent GDE model as starting point in the spectral fits would not alter our results
significantly (see appendix C.2). Hence, we consider our approach as statistically sound and
su�ciently robust to derive meaningful results.

We will introduce general aspects of fits with correlated errors in subsection 5.1, and
then test the most common interpretations of the GCE emission in terms of a number of DM
and astrophysical toy models in subsection 5.2 and 5.3.
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Gamma rays from the Inner Galaxy

• Non-DM interpretations 
include pulsars, leptonic 
outbursts from GC

• DM interpretation: 50 GeV 
WIMP annihilation to b quarks 
Hooper & Goodenough 0910.2998; 
Abazajian & Kaplinghat 1207.6047; 

Gordon & Macias 1306.5725; Dylan et 
al. 1402.6703; Calore et al 1409.0042

• Spherically-symmetric emission from 
the Galactic center not explained by 
standard cosmic ray propagation 
models

How far can sensitivity go?

Forthcoming Gaia data releases?
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Fig. 2.— Properties of our sample. a) is the color-magnitude diagram for the stars

in our PM catalog. Black dots are likely members (with PM amplitude smaller than 0.23
mas yr−1), red circles are the 15 member stars with the best measured PMs (used to compute

the internal velocity dispersion of Sculptor), and gray triangles are likely non-members. The
same color coding is used in the next panels. b) shows the sources with a measured PM.

The two background galaxies are marked in red, and their weighted mean in blue, together
with the associated 1σ uncertainty. c) shows the observed projected motions of stars in the
field.

orbits in a multi-component Galactic potential19. These show that Sculptor moves on a
relatively high inclination orbit and that it is currently close to its minimum distance to

the Milky Way, as we find its peri- and apocenter radii are rperi = 73+8
−4 kpc and rapo =

222+170
−80 kpc. The values of these orbital parameters depend on the assumed mass for the

Milky Way halo, but variations of 30% lead to estimates within the quoted uncertainties (see
the Methods section for more details).

Finally, we deduce the maximum apparent rotation for this orbit to be 2.5 km s−1 deg−1

at a position angle ∼ 18 deg. Therefore if we correct the velocity gradient along the major

axis previously measured4 in Sculptor for this apparent rotation, we find an intrinsic rotation
signal along this axis of amplitude 5.2 km s−1 deg−1. This implies that at its half-light radius,

vrot/σlos ∼ 0.15, for a line-of-sight velocity dispersion4 σlos = 10 km s−1. Given the large
pericentric distance and the small amount of rotation we have inferred, this implies that
Sculptor did not originate in a disky dwarf that was tidally perturbed by the Milky Way20.

We determined the internal transverse motions of the stars in Sculptor using a sub-

sample selected such that: (i) 18.4 < G < 19.1 mag, to avoid stars in the HST non-linear
regime and those where theGaia positional errors are more uncertain21; (ii) the errors on each
of the PM components are smaller than 0.07 mas yr−1(corresponding to 27.9 km s−1 at the

distance of Sculptor); (iii) the total PM vector is smaller than 0.23 mas yr−1(i.e. 91.6 km s−1,
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Fig. 3. All-sky view of orbital poles for the objects in the sample; the circles indicate the median of the 2000 Monte Carlo simulations while the
small points around each object plot the orbital poles from the individual simulations. The magenta circles contain 10 per cent of the sky around
the assumed VPOS pole, which is given as a “X” for the “co-orbiting” direction (orbital sense as most classical satellites, including the LMC and
SMC), and a “+” for the opposite normal direction (“counter-orbiting”). Top panels: objects with Galactocentric distances between 0-50kpc (left)
and 50-100kpc (right); bottom panels: objects with Galactocentric distances between 100-200kpc (left) and in the putative Crater-Leo group.

that Crater II fits in the standard ΛCold Dark matter scenario
but has lost the great majority of its mass to tidal interactions
with the MW. There is still a small deviation which, when it
gets more significant, might necessitate cored dark matter ha-
los (Sanders et al. 2018) or deviation from General Relativity
(McGaugh 2016).

As stated above, several other systems do share internal or-
bits such as Crater II and therefore the potential impact of tidal
disturbances needs to be understood to properly interpret these
systems’ structural and internal kinematic properties.

5.3. The Missing Satellite Problem

Figure 5 shows histograms of the ratio f = (dGC − rperi)/(rapo −
rperi). Both histograms have a peak at small value of f . This is
more pronounced for the low-mass MW model, which based on
the arguments in the preceding sections, we consider less plau-
sible. Basic dynamics dictates that within their orbits, galaxies
spend most of their time near apocenter, where the velocity is
lower. Also, the number of galaxies at small pericenters (! 20

kpc) is reduced through tidal destruction. So if we had a com-
plete sample of MW dwarfs, then the histograms would have to
be increasing towards high f . By contrast, even for the high-
mass MW, the observed histogram is flat at best. The corollary
is that there must be a population of (ultra-faint) dwarf galax-
ies that are currently at apocenter, especially beyond ∼ 100 kpc,
that have yet to be discovered. This is relevant to the so-called
"missing satellite” problem (see review in Kravtsov (2009)), as it
affects the comparison of observed dwarf galaxy counts to sub-
halos found in hierarchical galaxy formation scenarios. Implica-
tions of this statement will be discussed in Patel et al. (in prep.).

5.4. Orbital Poles and Planar Alignments

Figure 3 shows the distribution of orbital poles for three distance
bins (0 to 50, 50 to 100, and 100 to 200 kpc), as well as for
the proposed members of the Crater-Leo Group (not included
in the 100 to 200 kpc plot). The uncertainty in the direction of
orbital poles is illustrated with point clouds based on the 2000
Monte Carlo simulations of the measurement uncertainties. The
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