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Overview
• Status of Hubble constant tension in 2018


• Challenges for new physics explanations


• Tensions in growth of structure (e.g., weak 
lensing)



Hubble constant tension in 2018

• April 2018: GAIA data release 2. New parallax 
measurements to Milky Way Cepheid variable stars. New 
distance ladder constraint 73.53 +/- 1.62 km s-1 Mpc-1 

• July 2018: Planck 2018 (final*) data release. Improved 
CMB polarization measurements tighten ΛCDM H0 
constraint to 67.36 +/- 0.54 km s-1 Mpc-1 


• 3.6σ tension, rising to over 4σ using preliminary 
improvements to GAIA parallax offset correction (see 
Riess et al. 2018 arXiv/1804.10655 for more details)
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Direct	Measurement	of	the	Present	Expansion	Rate,	H0

The Past

In the expanding Universe, a(t), the expansion rate is: 

Want a(t), measure proxies à Hubble diagram, D(z)

Need absolute distances, use a “distance ladder”

H0=
a
a

t=t0

.

(slides from Adam Riess)



The SH0ES Project (2005)
(Supernovae, H0 for the dark energy Equation of State) 

Measure H0 to percent precision purely empirically by:

A. Riess, L. Macri, S. Casertano, D. Scolnic, A. Filippenko, W. Yuan, S. Hoffman, et al

• A clean, simple ladder: Geometry Cepheids SNe Ia

• Reducing systematic error with better data, better collection

• Thorough propagation of statistical and systematic errors

A	Coordinated	Program	to	Measure	H0 to	percent	precision



SN	Ia and	Cepheids:	Best	Proven	Standardized	Candles	for	far,	relative distances

Type Ia Supernovae, Exploding Stars, 109 L¤

Among Brightest Supernovae
Intrinsic Precision ~ 5% in distance

Cepheids, Pulsating Stars, 105 L¤

Period-luminosity relation, bright
Intrinsic Precision~ 4% in distance

Cepheids are common in hosts of SNe Ia



The	Hubble	Constant	in	3	Steps:	Present	Data

H0=73.53 +/- 1.62,
Km s-1 Mpc-1 

(Riess et al. 2018)

2.2% total 
uncertainty

19 Calibrations

300 SNe

MW Parallaxes
+ 3 anchors

1

2

3

*NEW*
Remember, Planck: 67.4 ± 0.5!



VariantsSystematics	R16:	23	Analysis	Variants	

Analysis VariantB H0

Best Fit (R16, w/ HST,Gaia %, R18=73.53 ) 73.24
Reddening Law: LMC-like (RV=2.5, not 3.3) 73.15
Reddening Law: Bulge-like (N15) 73.39
No Cepheid Outlier Rejection (normally 2%) 73.49
No Correction for Extinction 74.79
No Truncation for Incomplete Period Range 74.39
Metallicity Gradient: None (normally fit) 73.30
Period-Luminosity: Single Slope 73.26
Period-Luminosity: Restrict to P>10 days 71.64
Period-Luminosity: Restrict to P<60 days 73.06
Supernovae z>0.01 (normally z>0.023) 73.38
Supernova Fitter: MLCS (normally SALT) 74.39
Supernova Hosts: Spiral (usually all types) 73.37
Supernova Hosts: Locally Star Forming 73.54
Cepheid Measurements: Optical Only 71.74

Best Fit

Planck
+ΛCDM
Δ=0.20

mag



Planck 2018 results (July)Planck Collaboration: Cosmological parameters
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, cEE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣

cEE
100

⌘

EE fit
= 1.021;

⇣

cEE
143

⌘

EE fit
=

0.966; and
⇣

cEE
217

⌘

EE fit
= 1.040. The CamSpec likelihood, de-

scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E
spectra,

⇣

cEE
100

⌘

TE fit
= 1.04,

⇣

cEE
143

⌘

TE fit
= 1.0, and

⇣

cEE
217

⌘

TE fit
=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-

7

Allowed param volume space shrunk by factor of several x105 since pre-WMAP


Message from CMB: ΛCDM has not broken!

Ωch2 = 0.1200 ± 0.012 

Ωbh2 = 0.02237 ± 0.00015 

109As = 2.100 ± 0.030 

ns = 0.9649 ± 0.0042 

𝜏 = 0.0544 ± 0.0073 

H0 = 67.36 ± 0.54 km s-1 Mpc-1



Consistency between WMAP and Planck 20157

Figure 5. Top: observed binned power spectrum di↵erence between WMAP9 and Planck 2015, normalized by error bars estimated from
simulations, which account for the correlated CMB cosmic variance between the two experiments. Most data points are within 2� from
zero. The first 13 bins are anti-correlated at ⇠ 13% with their immediate neighbors, while the rest are at ⇠ 5%. Bottom: the vector of
di↵erences is rotated so that its covariance is diagonalized and the bins are uncorrelated. The rotated di↵erence shows no statistically
significant deviation from zero, except for the 72nd bin. We do not consider it as a sign of inconsistency, because the probability of at
least 1 out of 136 bins deviating more than 3� from zero is 25%, for 136 independent Gaussian-distributed random variables. We note that
similar “clumping” of adjacent points also appears in randomly generated sets of 136 Gaussian numbers.

its associated covariance �⌃. The latter is given by

�⌃ = ⌃WW +⌃PP �⌃WP �⌃PW (5)

and �Cb = COBS
W,b � COBS

P,b is the observed di↵erence of
binned power spectra in the common range of `, provided
by the two experiments. Then we calculate the �2 of the
di↵erence defined by

�2
di↵ =

136X

b,b0=1

�CT
b �⌃�1

bb0�Cb (6)

and its probability to exceed (PTE) for a �2 distribution
with 136 degrees of freedom (the number of bins). Finally
we convert the PTE values to an equivalent number of
Gaussian standard deviations.

For ⌃PP , we bin and co-add the covariance matrices
for the 4 frequency combinations provided by the Planck
2015 likelihood code while ⌃WW is from inverting the
Fisher matrix calculated from the WMAP9 likelihood
code. For ⌃WP and ⌃PW we use the corrected analytic
W ⇥P and P ⇥W covariance matrices described in Sec-
tion 2.3.
The �2

di↵ and PTE of the observed power spectrum dif-
ference are shown in Table 2. Using di↵erent input fidu-
cial spectra or di↵erent pixel weighting schemes on sim-
ulated WMAP9 temperature maps does not change the
values of �2

di↵ or PTE significantly. The cases closest to
the actual experiments are the ones using hybrid weight-
ing for simulated WMAP9 maps. Using the WMAP9
best-fit TT spectrum as the fiducial gives PTE 0.35,

5

Figure 3. The correlation between WMAP9 (W ) and Planck 2015 (P ) binned TT power spectra, defined as the ratio of the diagonal
elements of the corrected analytic covariance between the combined spectra, to the square root of the product of the experimental variances.
The axis on the top shows the center multipole of each bin. The spiky structure in the first 80 bins is due to calibrating the analytic
covariance using the simulations, which introduces small random fluctuations. Left: Comparison of the correlation between WMAP9 and
di↵erent Planck 2015 frequency channels, with the WMAP9 best-fit spectrum as the fiducial spectrum. The WMAP mask uses 75% of the
sky while the sky fractions of the masks for Planck 100, 143, and 217 GHz are 66%, 57%, and 47%, respectively. The correlation falls o↵
at smaller scales as WMAP variance becomes dominated by noise. Planck masks with lower sky fraction produce lower correlation with
WMAP9. Right: We also compare the correlation between the combined spectra using di↵erent fiducial models for simulations, the best-fit
spectrum from WMAP9 ` � 30 data, and Planck 2015 ` � 30. In Section 4, we show that the choice of fiducial spectra makes a negligible
di↵erence.

where b runs over 136 bins and ⌃ is a covariance ma-
trix. The subscripts X and Y are either W or P , re-
ferring to WMAP9 and Planck 2015 respectively. The
measured/simulated C`s are only approximately �2 dis-
tributed due to masking. With the large number of
modes being combined into each bin, the Cbs can be
well approximated as Gaussian (Planck Collaboration XI
2016).
We then co-add the spectra based on their inverse co-

variance to obtain one combined spectrum for WMAP9
and one for Planck 2015, as well as the covariance ma-
trices for the combined spectra, following the steps in
Appendix C of Hinshaw et al. (2003) and in Appendix
C.4 of Planck Collaboration XI (2016) respectively.
As noted in Planck Collaboration XI (2016), the ana-

lytic covariance, though not subject to random fluctua-
tions in the simulations, does not fully capture the co-
variance of the simulated power spectra. We believe the
disagreement arises from an assumption made in the an-
alytic calculation that there is negligible variation over a
small range of multipoles in the power spectrum. This
leads to underestimation around ⇠ 10% for signal domi-
nated regions (see Appendix A). To correct for such dis-
crepancies, first we break down the covariance matrix ⌃
into 4 sub-blocks as

⌃ =

✓
⌃WW ⌃WP
⌃PW ⌃PP

◆
(3)

where each term is a 136⇥136 matrix, and 136 is the
number of bins for 30  `  1200. The elements
⌃ANA

XY,ij in each sub-block of the analytic matrix are

rescaled by the factor r2i = ⌃SIM
XY,ii/⌃

ANA
XY,ii which com-

pares the simulated diagonal elements of one sub-block

to the analytic. Then we rescale all the elements so that
⌃ANA,corrected

XY,ij = ⌃ANA
XY,ijrirj . For theWMAP -Planck an-

alytic covariance, the correction is applied only to the
first 80 of 136 bins. For bin numbers over 80, the scatter
in the simulated covariance due to the WMAP noise is
much larger in magnitude than the analytic estimation.
Figure 2 shows the �2 distribution of 4000 simulated,

binned and combined spectra of WMAP9 and Planck

2015, with 272 degrees of freedom. Here �2 is defined as

�2 =
272X

b,b0=1

(ĈSIM
b � Cfid

b )(⌃�1)bb0(Ĉ
SIM
b0 � Cfid

b0 ) (4)

where Cfid consists of two copies of the binned fiducial
spectra and ĈSIM = (ĈSIM

W , ĈSIM
P ) contains the simu-

lated WMAP and Planck spectra. The di↵erent lines in
Figure 2 show results with di↵erent choices of ⌃: the
simulated, the analytic, or the analytic with corrections.
For the subsequent analysis, we use the corrected ana-
lytic covariance matrix.
We show in Figure 3 the correlation between WMAP9

and Planck 2015 TT spectra, defined as the ratio of the
diagonal elements of covariance between the two exper-
iments, based on analytic calculation and calibrated by
simulations, to the square root of the product of the ex-
perimental variances of WMAP9 and Planck 2015. The
correlation falls from 0.8-0.9 at low multipoles, where
both experiments are cosmic variance limited, to close
to zero at higher multipoles, whereWMAP variance is
increasingly dominated by noise. The right panel of the
figure shows that the correlation depends very weakly on
the chosen fiducial spectrum.

Huang, Addison, et al. (ApJ submitted)

WMAP & Planck 2015 TT spectra consistent 
over common multipole range (within 1σ),  

What about additional information at higher 
multipoles that WMAP did not measure? 



Planck high-𝓁 vs low-𝓁 ΛCDM parameters
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Figure 2. Marginalized 68.3% confidence ⇤CDM parameter constraints from fits to the ` < 1000 and ` � 1000 Planck TT spectra. Here
we replace the prior on ⌧ with fixed values of 0.06, 0.07, 0.08, and 0.09, to more clearly assess the e↵ect ⌧ has on other parameters in these
fits. Aside from the strong correlation with As, which arises because the TT spectrum amplitude scales as Ase�2⌧ , dependence on ⌧ is
fairly weak. Tension at the > 2� level is apparent in ⌦ch2 and derived parameters, including H0, ⌦m, and �8.

We investigated the e↵ect of fixing the foreground pa-
rameters to the best-fit values inferred from the fit to the
whole Planck multipole range rather than allowing them
to vary separately in the ` < 1000 and ` � 1000 fits.
This helps break degeneracies between foreground and
⇤CDM parameters and leads to small shifts in ⇤CDM
parameter agreement, with the tension in ⌦ch

2 decreas-
ing to 2.3� for ⌧ = 0.07± 0.02, for example. The best-fit
�2 is, however, worse by 3.1 and 4.8 for the ` < 1000
and ` � 1000 fits, respectively, reflecting the fact that
the ` < 1000 and ` � 1000 data mildly prefer di↵erent
foreground parameters. Overall the choice of foreground
parameters does not significantly impact our conclusions.

3.1. Comparing temperature and lensing spectra

Planck Collaboration XIII (2015) found that allowing
a non-physical enhancement of the lensing e↵ect in the
TT power spectrum, parametrized by the amplitude pa-
rameter AL (Calabrese et al. 2008), was e↵ective at re-
lieving the tension between the low and high multipole
Planck TT constraints. For the range of scales covered
by Planck, the main e↵ect of increasing AL is to slightly
smooth out the acoustic peaks. If ⇤CDM parameters
are fixed, a 20% change in AL suppresses the fourth
and higher peaks by around 0.5% and raises troughs by
around 1%, for example.

In Figure 3 we show the e↵ect of fixing AL to values
other than the physical value of unity on the ` < 1000
and ` � 1000 parameter comparison, for ⌧ = 0.07± 0.02.
For AL > 1 the parameters from ` � 1000 shift toward
the ` < 1000 results, resulting in lower values of ⌦ch

2 and
higher values of H0. Planck Collaboration XIII (2015)
found AL = 1.22±0.10 for plik combined with the low-
` Planck joint temperature and polarization likelihood,
although note that this fit was performed using PICO

rather than CAMB, which uses a somewhat di↵erent AL
definition.

Lensing also induces specific non-Gaussian signatures
in CMB maps that can be used to recover the lens-
ing potential power spectrum (hereafter ‘�� spectrum’).
Planck Collaboration XV (2015) report a measurement
of the �� spectrum using temperature and polarization
data with a combined significance of ⇠ 40�. The ��
spectrum constrains �8⌦0.25

m = 0.591 ± 0.021, assuming
priors of ⌦bh

2 = 0.0223 ± 0.0009, ns = 0.96 ± 0.02, and
0.4 < H0/100 km s�1 Mpc�1 < 1.0 (Planck Collabora-
tion XV 2015). We computed constraints on this same
parameter combination from Planck TT data using a
⌧ = 0.07 ± 0.02 prior:

�8⌦
0.25
m = 0.591 ± 0.021 (Planck 2015 ��),

= 0.583 ± 0.019 (Planck 2015 TT ` < 1000),

= 0.662 ± 0.020 (Planck 2015 TT ` � 1000).
(1)

The ` < 1000 and ` � 1000 TT values di↵er by 2.9�,
consistent with the di↵erence in ⌦ch

2 discussed above.
The ` � 1000 and �� values are in tension at the 2.4�
level (for fixed values of ⌧ in the range 0.06 � 0.09 we
find a 2.4 � 2.5� di↵erence). The ` < 1000 TT and ��
values are consistent within 0.3�.

It is worth noting that while allowing AL > 1 does
relieve tension between the low-` and high-` TT results,
it does not alleviate the high-` TT tension with ��. For
AL = 1.2 (by the CAMB definition) we find �8⌦0.25

m =
0.612 ± 0.019 from `  1000, while the �� spectrum
requires �8⌦0.25

m = 0.541 ± 0.019. This is because the
�� power roughly scales as AL(�8⌦0.25

m )2, so, for fixed
��, increasing AL by 20% requires a ⇠ 10% decrease in

Addison et al. (2016)
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Figure 2. Marginalized 68.3% confidence ⇤CDM parameter constraints from fits to the ` < 1000 and ` � 1000 Planck TT spectra. Here
we replace the prior on ⌧ with fixed values of 0.06, 0.07, 0.08, and 0.09, to more clearly assess the e↵ect ⌧ has on other parameters in these
fits. Aside from the strong correlation with As, which arises because the TT spectrum amplitude scales as Ase�2⌧ , dependence on ⌧ is
fairly weak. Tension at the > 2� level is apparent in ⌦ch2 and derived parameters, including H0, ⌦m, and �8.

We investigated the e↵ect of fixing the foreground pa-
rameters to the best-fit values inferred from the fit to the
whole Planck multipole range rather than allowing them
to vary separately in the ` < 1000 and ` � 1000 fits.
This helps break degeneracies between foreground and
⇤CDM parameters and leads to small shifts in ⇤CDM
parameter agreement, with the tension in ⌦ch

2 decreas-
ing to 2.3� for ⌧ = 0.07± 0.02, for example. The best-fit
�2 is, however, worse by 3.1 and 4.8 for the ` < 1000
and ` � 1000 fits, respectively, reflecting the fact that
the ` < 1000 and ` � 1000 data mildly prefer di↵erent
foreground parameters. Overall the choice of foreground
parameters does not significantly impact our conclusions.

3.1. Comparing temperature and lensing spectra

Planck Collaboration XIII (2015) found that allowing
a non-physical enhancement of the lensing e↵ect in the
TT power spectrum, parametrized by the amplitude pa-
rameter AL (Calabrese et al. 2008), was e↵ective at re-
lieving the tension between the low and high multipole
Planck TT constraints. For the range of scales covered
by Planck, the main e↵ect of increasing AL is to slightly
smooth out the acoustic peaks. If ⇤CDM parameters
are fixed, a 20% change in AL suppresses the fourth
and higher peaks by around 0.5% and raises troughs by
around 1%, for example.

In Figure 3 we show the e↵ect of fixing AL to values
other than the physical value of unity on the ` < 1000
and ` � 1000 parameter comparison, for ⌧ = 0.07± 0.02.
For AL > 1 the parameters from ` � 1000 shift toward
the ` < 1000 results, resulting in lower values of ⌦ch

2 and
higher values of H0. Planck Collaboration XIII (2015)
found AL = 1.22±0.10 for plik combined with the low-
` Planck joint temperature and polarization likelihood,
although note that this fit was performed using PICO

rather than CAMB, which uses a somewhat di↵erent AL
definition.

Lensing also induces specific non-Gaussian signatures
in CMB maps that can be used to recover the lens-
ing potential power spectrum (hereafter ‘�� spectrum’).
Planck Collaboration XV (2015) report a measurement
of the �� spectrum using temperature and polarization
data with a combined significance of ⇠ 40�. The ��
spectrum constrains �8⌦0.25

m = 0.591 ± 0.021, assuming
priors of ⌦bh

2 = 0.0223 ± 0.0009, ns = 0.96 ± 0.02, and
0.4 < H0/100 km s�1 Mpc�1 < 1.0 (Planck Collabora-
tion XV 2015). We computed constraints on this same
parameter combination from Planck TT data using a
⌧ = 0.07 ± 0.02 prior:

�8⌦
0.25
m = 0.591 ± 0.021 (Planck 2015 ��),

= 0.583 ± 0.019 (Planck 2015 TT ` < 1000),

= 0.662 ± 0.020 (Planck 2015 TT ` � 1000).
(1)

The ` < 1000 and ` � 1000 TT values di↵er by 2.9�,
consistent with the di↵erence in ⌦ch

2 discussed above.
The ` � 1000 and �� values are in tension at the 2.4�
level (for fixed values of ⌧ in the range 0.06 � 0.09 we
find a 2.4 � 2.5� di↵erence). The ` < 1000 TT and ��
values are consistent within 0.3�.

It is worth noting that while allowing AL > 1 does
relieve tension between the low-` and high-` TT results,
it does not alleviate the high-` TT tension with ��. For
AL = 1.2 (by the CAMB definition) we find �8⌦0.25

m =
0.612 ± 0.019 from `  1000, while the �� spectrum
requires �8⌦0.25

m = 0.541 ± 0.019. This is because the
�� power roughly scales as AL(�8⌦0.25

m )2, so, for fixed
��, increasing AL by 20% requires a ⇠ 10% decrease in

Planck high-𝓁 vs low-𝓁 ΛCDM parameters

Addison et al. (2016)

~2.5σ internal tension in parameters relevant for low-redshift comparisons



  

What is the BAO scale?

Standard ruler length set at 
recombination ('sound horizon')

Expands with the universe

~150 Mpc comoving large 
enough scale to be (nearly) 
unchanged by nonlinear growth

Image credit: ESA

sound horizon

BAO observables

Information from Baryon Acoustic Oscillations (BAO)



  

Baryon acoustic oscillations (BAO)

BOSS 2016, 1.2M massive galaxies, 9.3k sq deg (Alam et al.)



  

What is the BAO scale?

Early-universe expansion rate (matter vs radiation)
Baryon-photon ratio
Number of effective neutrino species

 

Late-time expansion (matter vs dark energy)
 

BAO measurements alone cannot distinguish between 
change in absolute sound horizon rs and change in H0
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Figure 1. Including BAO data substantially tightens CMB constraints on H0. The observables corresponding to the transverse and
line-of-sight BAO scale, DM rd,fid./rd, and H rd/rd,fid. (Section 2 and Table 1), are shown for redshift z = 0.61. The blue shaded contours
are the measurements from the final BOSS DR12 analysis (Alam et al. 2017). The different panels contain predictions from different,
essentially independent, CMB measurements assuming a flat ⇤CDM model, with MCMC samples color-coded by H0 in km s�1 Mpc�1.
The same ⌧ = 0.07 ± 0.02 prior is used in each case. The addition of the BAO tightens the H0 constraint by more than a factor of three
in the case of ACTPol or SPT data (Table 2). When combined with any current CMB data set the galaxy BAO disfavor the values of
H0 preferred by the distance ladder (73.24 ± 1.74 km s�1 Mpc�1; Riess et al. 2016) at moderate to high significance. The lower values
preferred by the high-multipole Planck data (the constraint from the samples shown in the top-right panel is 65.12± 1.45 km s�1 Mpc�1)
are also disfavored.

shifts the WMAP9+ACT+SPT+BAO14 H
0

con-
straint downwards by 0.61 km s�1 Mpc�1, a shift
comparable to the total uncertainty. This is dis-
cussed in more detail below.

(ii) A smaller shift of around 0.2 km s�1 Mpc�1

is due to different likelihood codes. We find
H

0

= 69.07 ± 0.70 km s�1 Mpc�1 using
WMAP9+ACT+SPT+BAO14. Our results were
obtained with the November 2016 versions of
CAMB11 and CosmoMC, while a different MCMC
code was used in B14. Furthermore, our imple-
mentation of the DR11 Ly↵ BAO constraint uses
the �2 look-up tables provided by BOSS12, whereas
B14 constructed a likelihood directly from values

11 http://camb.info/
12 http://darkmatter.ps.uci.edu/baofit/

reported by Delubac et al. (2015).

(iii) The ACTPol data have a stronger downward pull
on H

0

than ACT. Both ACT and ACTPol pre-
fer a lower H

0

value than WMAP alone (Sievers
et al. 2013; Louis et al. 2017). The SPT data pre-
fer a higher H

0

value than WMAP, and this prefer-
ence wins out in the combination with ACT. With
ACTPol, however, the downward pull is stronger,
and the resulting constraint shifts downwards from
69.98 ± 1.58 (WMAP9+ACT+SPT) to 69.08 ±
1.37 km s�1 Mpc�1 (WMAP+ACTPol+SPT). In
combination with the BAO the impact of using
ACTPol instead of ACT is subdominant to the
choice of BAO constraints.

(iv) The SDSS MGS BAO constraint at z
e↵

= 0.15 was
not used by B14. While the MGS measurement

Synergy between BAO and CMB
70.08 ± 1.96

68.34 ± 0.67 

3.0σ

67.12 ± 2.67

67.23 ± 0.80 

3.5σ

65.12 ± 1.45

67.91 ± 0.66 

3.2σ

71.38 ± 3.09

68.52 ± 0.90 

2.7σ

𝛕 
= 

0.
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 ±
 0

.0
2
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Figure 4. Adding an estimate of the baryon density, ⌦bh
2, in

this case from deuterium abundance (D/H) measurements, breaks
the BAO H0 � rd degeneracy in ⇤CDM. The same contours
are shown as in Figure 3, with the addition of a Gaussian prior
100⌦bh

2 = 2.156 ± 0.020 (Cooke et al. 2016). In contrast to Fig-
ure 3, here ⌦m determines both the early time expansion, including
the absolute sound horizon, rd, as well as the late-time expansion
history. The radiation density is fixed from COBE/FIRAS CMB
mean temperature measurements. The combined BAO+D/H con-
straint, H0 = 66.98 ± 1.18 km s�1 Mpc�1 is 3.0� lower than the
Riess et al. (2016) distance ladder determination and is indepen-
dent of CMB anisotropy data.

of rate than one might expect from the ⌦bh
2 difference.

The H
0

values listed in Table 3 from the BAO+D/H
fits have uncertainties of around 1.8% and are 3.0 and
2.5� lower than the R16 distance ladder value of 73.24±
1.74 km s�1 Mpc�1 for the theoretical and empirical
d(p, �)3He rates, respectively. The combination of pre-
cise BAO and D/H measurements enables determina-
tions of H

0

within the context of the flat ⇤CDM model
that are almost 50% tighter than the distance ladder
measurement, and lower at moderate to strong signif-
icance. We emphasize that these constraints are com-
pletely independent of CMB anisotropy measurements.

Constraints in the ⌦m �H
0

plane for the BAO+D/H
fits with the theoretical d(p, �)3He rate are shown in Fig-
ure 4. We show results from the galaxy and Ly↵ BAO
separately and together, as before. Tension between the
galaxy and Ly↵ BAO is again apparent. Adding D/H
to these data separately favors higher values of H

0

, and
it is only when galaxy and Ly↵ BAO are combined that
H

0

is constrained to the values quoted in Table 3.
The direction of the Ly↵ BAO contour is

roughly the same in the left panel of Figure 3 and
in Figure 4, while that of the galaxy BAO con-
tour changes. This behavior can be understood
by considering how rd depends on ⌦m and H

0

. For
a given value of ⌦bh

2, rd depends approximately
on the combination H

0

·⌦1/2
m (equation 26 of Eisen-

stein & Hu 1998). This is the same dependence as

H(z) at the Ly↵ redshifts (Section 3.3) and is re-
lated to the fact that the universe is largely mat-
ter dominated in both cases. The dependence of
H(z) on ⌦m at the galaxy BAO redshifts is weaker,
and the direction of the galaxy BAO contour in
Figure 4 is approximately determined by requir-
ing H

0

rd to be roughly constant as ⌦m varies. This
produces a positive correlation between H

0

and
⌦m because rd decreases as H

0

⌦
1/2
m increases.

For the BAO+D/H fits, we ran CosmoMC as one would
when fitting to the CMB: the fitted parameters are ⌦bh

2,
the physical cold dark matter density, ⌦ch

2, and the an-
gular sound horizon, ✓

MC

, and H
0

, ⌦m, and rd are de-
rived from these three. Since the BAO+D/H data are
insensitive to the amplitude and tilt of the primordial
power spectrum, and the optical depth to reionization,
these other ⇤CDM parameters are held fixed. Consis-
tent results were obtained using earlier BAO and D/H
data by Addison et al. (2013) and Aubourg et al. (2015).
We note that Riemer-Sørensen & Sem Jenssen (2017) re-
cently obtained a tighter constraint on D/H than we have
used here by combining the DLAs used by C16 with a
number of additional measurements. Using this tighter
constraint would not impact our conclusions.

3.5. BAO and light element abundance constraints
with varying N

e↵

In the ⇤CDM+N
e↵

model, there is a perfect degen-
eracy between ⌦bh

2 and N
e↵

from D/H measurements
(Fig. 6 of C16). Closed contours in the ⌦bh

2�N
e↵

plane
can be obtained from combining estimates of the pri-
mordial D/H and 4He abundance (e.g., review by Cy-
burt et al. 2016, and references therein). The primordial
4He abundance is estimated from He and H emission
lines in extragalactic HII regions. Obtaining accurate
constraints is challenging due to dependence on environ-
mental parameters such as temperature, electron density,
and metallicity, which must be modeled. An important
recent development is the use of the HeI line at 10830 Å
to help break modeling degeneracies (Izotov et al. 2014).
The value of the primordial helium fraction reported by
Izotov et al. (2014), Yp = 0.2551 ± 0.0022, is, however,
significantly higher than values found in some subsequent
analyses of the same HII sample using different selection
criteria and fitting methodology. For example, Aver et al.
(2015) found Yp = 0.2449± 0.0040, while Peimbert et al.
(2016) found Yp = 0.2446± 0.0029. The different Yp val-
ues lead to significantly different inferences for N

e↵

when
used in combination with D/H or CMB power spectra
measurements. Izotov et al. (2014) found evidence for
additional neutrino species at 99% confidence, while, for
instance, Cyburt et al. (2016) report N

e↵

= 2.85± 0.28,
and Peimbert et al. (2016) found N

e↵

= 2.90±0.22, con-
sistent with the standard model value of 3.046.

Current D/H and 4He constraints clearly have the pre-
cision to weigh in significantly on the question of whether
allowing N

e↵

> 3 is effective at resolving ⇤CDM ten-
sions. Given the spread in Yp values discussed above,
and the impact of the choice of d(p, �)3He rate when
N

e↵

is allowed to vary (Section 5.2 of C16), we do not
present a full set of results including BAO and light ele-
ment abundance data for ⇤CDM+N

e↵

. Instead we note
that combining BAO measurements with D/H and 4He

Combining galaxy and Lyα BAO with D/H:

H0 = 66.98 ± 1.18 km s-1 Mpc-1

3.0σ lower than the distance ladder…

… and independent from CMB anisotropy 
measurements

d(p,γ)3He reaction rate uncertainty important:
empirical rate -> 67.81 ± 1.25 km s-1 Mpc-1

Galaxy, Lyα BAO individually prefer higher H0… (but can 
replace Lyα with Dark Energy Survey galaxy weak lensing 

arXiv/1711.00403 and get essentially same answer)

3.3σ

2.5σ    2.8σ
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H0LiCoW time delay H
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Newer results Birrer et al. 1809.01274
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Figure 20. Confidence contours at 68% and 95% for the ⌦
m

and
w cosmological parameters for the wCDM model. Constraints from
CMB (blue), SN - with systematic uncertainties (red), SN - with
only statistical uncertainties (gray-line), and SN+CMB (purple) are
shown.

6.2. Combining probes and understanding cosmological
models

To better determine cosmological parameters, we in-
clude constraints from measurements of the CMB from
Planck Collaboration et al. (2016a), measurements of
local value of H

0

from (Riess et al. 2016), and mea-
surements of baryon acoustic oscillations from the SDSS
Main Galaxy Sample (Ross et al. 2015), the Baryon Os-
cillation Spectroscopic Survey and CMASS survey (An-
derson et al. 2014). These BAO measurements set the
BAO scale at z = 0.106, 0.35, and 0.57. For all CMB
constraints, we include data from the Planck tempera-
ture power spectrum and low-` polarization (Planck TT
+ lowP).
Before combining constraints from di↵erent probes, we

can compare constraints on ⌦
m

when we assume the uni-
verse is flat, w

0

= �1, and w
a

= 0. Using our full SN
sample with systematic uncertainties, with no external
priors except flatness, we find ⌦

m

= 0.296± 0.022. This
is similar to the value determined from Planck Collabo-
ration et al. (2016a) of 0.315± 0.013 and the value from
BAO of 0.310±0.005 (Alam et al. 2017). Using only SNe,
there is no constraint on H

0

since H
0

and M from Eq. 3
are degenerate. Constraints on H

0

from data that in-
cludes SN measurements only come indirectly from the
SN component in that the SN measurements constrain
parameters like ⌦

m

and w which have covariance with
H

0

. Since the low-z SNe in this sample and the one used
in Riess et al. (2016) are very similar, there may be some
common systematics that a↵ect both probes, though this
is likely to be small as Riess et al. (2016) compare SNe
in the Hubble flow to SNe with z < 0.01 whereas our
analysis compares SNe in the Hubble flow to SNe with
z > 0.1.
Relaxing the assumption of a cosmological constant,

we measure w, the dark energy equation-of-state pa-

rameter. For these wCDM models, we assume a flat
universe (⌦

k

= 0). In Table 12, we compare how the
di↵erent cosmological probes impact the constraints on
⌦

m

and w. As shown in Figure 20, combining Planck
and SN measurements, we find ⌦

m

= 0.306± 0.012 and
w = �1.031 ± 0.040. This is to date the tightest con-
straint on dark energy, and we find that it is consis-
tent with the cosmological constant model. These val-
ues are more precise than, though consistent with, the
values from combining Planck and BAO measurements
which are ⌦

m

= 0.312± 0.013 and w = �0.991± 0.074.
Combining SN, BAO, Planck and H0 measurements yield
⌦

m

= 0.299 ± 0.007 and w = �1.050 ± 0.037, similar to
the results of just SN+Planck. If we replace constraints
from Planck with those from WMAP9 (Hinshaw et al.
2013), we see a shift of �w ⇠ +0.04 seen in past stud-
ies (e.g., B14 or R14) which does not change any of our
conclusions.
In Table 13, we compare how the di↵erent cosmological

probes impact the constraints on w
0

and w
a

. We show
in Figure 21, the constraints of various combinations of
the di↵erent probes given the w

0

w
a

CDM model. We find
that combining SN, BAO, Planck and H0 measurements,
w

0

= �1.011±0.087 and w
a

= �0.215±0.402. These val-
ues are consistent with the cosmological constant model
of dark energy such that w

0

is consistent with �1 and
w

a

is consistent with 0, or no evolution of the equation-
of-state of dark energy.

6.3. Comparison of Cosmological Results to R14 and
B14

Comparisons between the results from R14 and B14
with the results from this analysis are shown in Table
14. R14 used a sample of 112 PS1 SNe and 180 Low-z
SNe to measure cosmological parameters, and found for
the wCDM model a ⇠ 2� deviation from w = �1 when
combining SN and Planck measurements. With a larger
sample of PS1 SNe and an improved analysis, we find no
hints of tension with a cosmological constant from the
parameters derived for the PS1+Low-z sample.
As can be seen in Table 14, the statistical-only con-

straints from the improved PS1+Low-z sample are con-
sistent with those from R14 and the constraints on ⌦

m

and w are tighter. However, accounting for systematic
uncertainties cause the best-fit parameters of this anal-
ysis to diverge from R14. One of the main reasons for
this is that compared to the analysis of S14, the system-
atics of the PS1 sample are smaller but the systematics
of the Low-z sample are larger, thereby e↵ectively down-
weighting the Low-z sample with respect to the PS1 sam-
ple.
There are no large di↵erences between the constraints

from our full Pantheon sample and that from the B14
analysis. The reason for this is shown in Fig. 19 - even
though our Low-z sample is much larger, our systematic
uncertainties on the Low-z bias correction are also much
larger. Furthermore, the addition of the PS1 sample does
not have much pull as it is consistent with SNLS and
SDSS. This subsample also occupies a redshift range in
between those the SNLS and SDSS subsamples. Still, we
note the 30% decrease in total uncertainties from B14
and our analysis.

7. DISCUSSION

Changing low-redshift expansion history very 

effective at shifting CMB prediction for H0…

Scolnic et al. (2017)

But BAO and higher-z SNe do not allow

big enough shifts to reconcile with

distance ladder!

Planck, SNe, BAO 
68.14 ± 0.85 (w) 
68.18 ± 0.87 (w0, wa)

Riess et al. (2016) 73.24 ± 1.74

Changing the CMB prediction for H0?



Growth of structure tensions?

Hikage et al. (2018)

Subaru Hyper Suprime-Cam (HSC), Dark Energy Survey (DES), 
Kilo Degree Survey (KiDS) Stage-3 weak lensing surveys all 
find lower values of combinations of σ8, Ωm than Planck
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Fig. 5. Marginalized posterior contours in the ⌦

m

-�
8

plane (left) and in the ⌦

m

-S
8

(↵ = 0.45) plane (right), where S

8

(↵) ⌘ �

8

(⌦

m

/0.3)

↵, in the fiducial
⇤CDM model. Both 68% and 95% credible levels are shown. For comparison, we plot cosmic shear results from KiDS-450 with correlation function (CF)
estimators (Hildebrandt et al. 2017) and with quadratic estimators (QE) (Köhlinger et al. 2017) and DES Y1 (Troxel et al. 2018) with the same set of cosmological
parameters and priors as adopted in this paper, as well as WMAP9 (Hinshaw et al. 2013) (yellow) and Planck 2015 CMB constraints without CMB lensing (Planck
Collaboration et al. 2016) (purple).

Fig. 6. The 68% credible interval on S

8

(↵ = 0.5) from the HSC first-year data in the ⇤CDM model as well as from several literature.

shear can tightly constrain a combination of cosmological pa-
rameters S8(↵) ⌘ �8(⌦m/0.3)↵, which we adopt to quantify
cosmological constraints from the HSC first year data. By car-
rying out a linear fit of the logarithm of the posterior samples
of ⌦m and �8, we find that the tightest constraints for S8 are
obtained with ↵ = 0.45. However, the previous studies by
DES (Troxel et al. 2017) and KiDS (Hildebrandt et al. 2017;
Köhlinger et al. 2017) have presented constraints on S8 with
↵ = 0.5. To present best constraints as well as constraints that
can be directly compared with these previous cosmic shear re-
sults, in this paper we present our results of S8 both for ↵=0.45

and ↵= 0.5.

In Figure 5, we show our marginalized constraints in ⌦m-
�8 and ⌦m-S8(↵ = 0.45) planes. As expected, there is no
strong correlation between ⌦m and S8. We find S8(↵=0.45)=

0.800+0.029
�0.028 and ⌦m = 0.162+0.086

�0.044. Our HSC first-year cos-
mic shear analysis places a 3.6% fractional constraint on S8,

which is comparable to the results of DES (Troxel et al. 2017)
and KiDS (Hildebrandt et al. 2017). For comparison, we find a
slightly degraded constraint on S8(↵ = 0.5) = 0.780+0.030

�0.033 for
↵ = 0.5. We compare our constraints in the ⌦m-�8 and ⌦m-
S8(↵ = 0.5) planes with cosmic shear results from DES Y1
(Troxel et al. 2018) and also from KiDS-450 with two differ-
ent methods, correlation functions (CF; Hildebrandt et al. 2017)
and quadratic estimators (QE; Köhlinger et al. 2017). Note that
the plotted results from DES Y1 use the same set of cosmo-
logical parameters and priors as adopted in this paper, and are
different from the fiducial constraints in Troxel et al. (2018).
For the KiDS results, we show the same constraints as shown in
the literature but not corrected for the noise covariance (Troxel
et al. 2018). Figure 6 compares the values of S8(↵ = 0.5) and
their 1-� errors among recent cosmic shear studies. We find
that there is no significant difference between the S8 values ob-
tained by these independent studies. Our result for S8 is smaller
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Figure 1. Summary of recent LSS constraints in the σ8−Ωm plane, compared with Planck 2015 primary CMB constraints (TT+lowTEB,
closed contour repeated in each panel) and WMAP 9-yr primary CMB constraints (filled black circle with thick error bars). Top left:

Cosmic shear results from CFHTLenS, DES, and KiDS. Top right: Various tSZ effect tests, including Planck 2015 cluster number
counts, angular power spectrum, 1-point PDF, and a combined analysis of the skewness and bi-spectrum of Planck 2015 Compton y
map, a 1-point PDF constraints from the Atacama Cosmology Telescope (ACT), and tSZ cluster count constraints from the South
Pole Telescope (SPT). Bottom left: Combined galaxy clustering plus galaxy-galaxy lensing constraints from SDSS main galaxy catalog
(M13), SDSS main galaxy catalog plus Luminous Red Galaxies (C13), SDSS BOSS galaxy clustering plus CFHTLenS lensing (M15),
and SDSS BOSS galaxy clustering plus CFHTLenS and CS82 weak lensing data (L17). Bottom right: Constraints from the Planck CMB
lensing autocorrelation function and from the cross-correlation function between Planck CMB lensing and Planck Sunyaev-Zel’dovich
effect maps. The curves represent the best-fit power laws (derived by the original authors) describing the degeneracy between σ8 and
Ωm for the different datasets. There are two curves for each dataset, representing the ±1-sigma uncertainties in the best-fit amplitude
of the power law. To help compare the different LSS tests, we show in each panel, as the black dashed curve, a power law of the form
S8 ≡ σ8(Ωm/0.3)1/2 = 0.77. The various LSS constraints consistently (at the ≈1-3 sigma level) point to lower values of σ8 at fixed Ωm

(or lower values of Ωm at fixed σ8) compared to that derived from the most recent primary CMB data from Planck.

LSS results presented in Fig. 1 were derived assuming either
massless neutrinos or adopt the minimum mass (≈ 0.06 eV)
allowed by oscillation experiments. The DES Y1 analysis
allowed the summed neutrino mass to be a free parameter.

The various LSS constraints consistently, at the ≈1-
3 sigma level, prefer lower values of σ8 at fixed Ωm (or
lower values of Ωm at fixed σ8) compared to that derived
from the most recent primary CMB data from Planck. The
consistency amongst the different LSS tests is rather re-
markable, given the very different nature of the tests in-
volved, which probe different aspects of the matter distribu-
tion (i.e., galaxies vs. hot gas vs. total matter) at different
redshifts and on different scales, each with their own differ-
ing sets of systematic errors. And note that the constraints

shown in Fig. 1 do not form an exhaustive list. For example,
other recent LSS tests, such as those based on the cross-
correlations between CMB lensing and galaxy overdensity
(Giannantonio et al. 2016), CMB lensing and cosmic shear
(Liu & Hill 2015; Harnois-Déraps et al. 2017), and cosmic
shear and the tSZ effect (Hojjati et al. 2015, 2017), also find
qualitative evidence for tension (and in the same sense), but
we do not plot them in Fig. 1 since they have not formerly
quantified their best-fit cosmological parameter values and
their uncertainties.

The role that remaining systematics in either the anal-
ysis of the CMB (e.g., Spergel, Flauger, & Hložek 2015;
Addison et al. 2016; Planck Collaboration LI 2017) or that
of LSS (such as the neglect of important baryon physics,

c⃝ 2016 RAS, MNRAS 000, 1–32

McCarthy et al. (2018)

Galaxy lensing  
Clusters 
Galaxy clustering 
CMB lensing

… all low compared  
to Planck predictions



The future…
• Billions of dollars going into future cosmology 

observations (e.g., Stage-3+4 CMB, DESI BAO, 
Euclid BAO+WL, LSST WL, WFIRST BAO+WL)


• Will understanding of systematic uncertainties 
improve to let us take advantage of the 
improvements in statistical precision? 

• Current tensions have motivated valuable work on 
systematics, how we assess statistical consistency, 
avoidance of biases (confirmation, etc.)



Conclusions
• Tension between Planck CMB results and distance ladder 

H0 has persisted (currently around 3.6σ), despite 
improvements in both precision and robustness.


• There is some degree of internal tension in Planck power 
spectrum, but 2.7-3.5σ H0 tension exists even without 
Planck (BAO plus other CMB data or BAO plus D/H).


• Challenging to improve agreement by modifying 
cosmological model without introducing some new 
tension (CMB, D/H, BAO, high-z SNe ~agree for ΛCDM)


• Various probes find lower structure amplitude 
(combination of σ8, Ωm) than Planck. Awaiting results of 
combined Stage-3 weak lensing analysis.


