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How is CR acceleration taking place? 

Via “diffusive shock acceleration”  

In what type of objects?  

Predominantly supernova remnants 

Where are they located? When did the events happen? 

Randomly in the Galaxy, with a size much smaller than typical source-Earth distance, and 

frequently enough… hence well approximated by a continuum injection term. 

How do CRs get to us, after leaving their acceleration sites? 

Diffusing into an externally assigned ~ scale-invariant turbulent magnetized medium

and main consensual answers (at least for hadrons, and sticking to the “leading order”…)

Main questions in CR (astro)physics
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Should we trust them?  
Maybe, but that is not the point!  

 
What’s great is that we are finally 

starting to test them!

Main questions in CR (astro)physics



• We only have access to cosmic ray fluxes “modulated” by heliosphere                 

• Primary fluxes have power-law spectra                                                                               

• Primary spectra have universal (species independent) spectral indices                 

• Positron flux dominated by secondaries                                                                 

• Propagation parameters as dominating uncertainty in theory predictions

Some notions about CRs most people believe(d) in
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Mostly triggered by experimental progress over the past decade

 A revisitation and new scrutiny of our (simplest) paradigm is ongoing. Ideally, 
we would like to match theoretical uncertainties with experimental ones

Probably all of them wrong!
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Let me illustrate this theoretical trend with a specific example
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Probably the most obvious expectation about cosmic rays (0th order picture we teach in 
CR 101) is that, above a few GeV and below the PeV (Galactic CR regime) they have 

“featureless power-law energy* spectra”

Lots of work rely on/predict e.g. self-similarity (Fermi Theory, Kolmogorov spectrum...)

* I will focus on the relativistic 
regime, hence I won’t be 

pedantic and will often use 
energy, momentum, and 
rigidity interchangeably 

Basic consensus: “CRs have power-law spectra”



When the TeV/n range became to be explored with sufficient precision-notably with 
ATIC-2 (A. Panov et al 2009, Bull. Russ. Acad. Sci. Phys, 73, 564) & CREAM (Y. S. Yoon et al 2011 ApJ 728 122)-
hints of possible departures from extrapolations of lower energies spectra clearly emerging 

in p, He... but also seen in nuclei!  

19 

 

H. S. Ahn et al,             
ApJ 714 (2010) L89-L93

Yet, conceivable concerns: systematics, possibly related 
to different experimental technologies?

The Astrophysical Journal, 728:122 (8pp), 2011 February 20 Yoon et al.
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Figure 3. CREAM proton and helium differential F lux·E2.75 in GeV nucleon−1

at the top of the atmosphere. The CREAM proton and helium spectra (filled
circles) are shown together with previous measurements: BESS (squares),
CAPRICE98 (downward triangles), AMS (open circles), ATIC-2 (diamonds),
JACEE (stars), and RUNJOB (crosses). The lines represent power-law fits with
spectral indices of −2.66 ± 0.02 for protons and −2.58 ± 0.02 for helium
nuclei, respectively.

The proton to helium ratio as a function of energy provides
insight into whether the proton and helium spectra have the
same spectral index. This has long been a tantalizing question,
mainly because of the limited energy range individual experi-
ments could cover. The ratio from the first CREAM flight pro-
vides a much needed higher energy, low-statistical uncertainty,
measurement. The ratio is compared with previous measure-
ments in Figure 4: ATIC-2, CAPRICE94 (Boezio et al. 1999),
CAPRICE98, JACEE (Asakimori et al. 1993b), LEAP (Seo et al.
1991), and RUNJOB. The CREAM ratios are consistent with
JACEE where its measurement energy range overlaps. The mea-
sured CREAM ratio at the top of the atmosphere is on average
9.1 ± 0.5 for the range from 2.5 TeV nucleon−1 to 63 TeV
nucleon−1, which is significantly lower than the ratio of ∼20
obtained from the lower-energy measurements.

5. DISCUSSION AND CONCLUSION

The energy spectra of primary cosmic rays are known with
good precision up to energies around 1011 eV, where magnetic
spectrometers have been able to carry out such measurements.
Above this energy the composition and energy spectra are not
accurately known, although there have been some pioneering
measurements (Müller et al. 1991; Asakimori et al. 1998;
Apanasenko et al. 2001). The collecting power of CREAM
is about a factor of two larger than that of ATIC for protons
and helium nuclei and, considering the much larger geometry
factor of the TRD, about a factor of 10 larger for heavier nuclei.
TRACER has a larger geometry factor than CREAM, but a
smaller dynamic charge range (Z = 8–26) was reported for its
10 day Antarctic flight. Although its dynamic charge range was
improved to Z = 3–26 for its ∼4 day flight from Sweden to
Canada in 2006, it is still insensitive to protons and helium
nuclei.

The CREAM payload maintained a high altitude, correspond-
ing to an atmospheric overburden of 3.9 g cm−2 for vertically
incident particles. That implies about 6.8 g cm−2 at the maxi-
mum acceptance angle for this analysis, which is the smallest
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Figure 4. Ratio of protons to helium nuclei as a function of energy in
GeV nucleon−1. The CREAM (filled circles) ratio of proton to helium is
compared with previous measurements: ATIC-2 (diamonds), CAPRICE94
(upward triangles), CAPRICE98 (downward triangles), LEAP (open circles),
JACEE (stars), and RUNJOB (crosses).

among comparable experiments. For example, the average ver-
tical depth for RUNJOB was more than twice that of CREAM,
due to its low flight altitude. Considering the RUNJOB accep-
tance of particles at large zenith angles, its effective atmospheric
depth was as large as 50 g cm−2. For that depth, large corrections
are required to account for the fact that 41% of protons would
have interacted before reaching the detector.

The CREAM calorimeter is much deeper than either that of
JACEE or RUNJOB, so it provides better energy measurements.
CREAM also has excellent charge resolution, sufficient to
clearly identify individual nuclei, whereas JACEE and RUNJOB
reported elemental groups. Our observation did not confirm a
softer spectrum of protons above 2 TeV reported by Grigorov
et al. (1970) or a bend around 40 TeV (Asakimori et al.
1993a). An increase in the flux of helium relative to protons
could be interpreted as evidence for two different types of
sources for protons and helium nuclei as proposed by Biermann
(1993). The observed harder spectra compared to prior low-
energy measurements may require a significant modification
of conventional acceleration and propagation models, with
significant impact for the interpretation of other experimental
observations.

The CREAM experiment was planned for Ultra Long Du-
ration Balloon (ULDB) flights lasting about 100 days with
super-pressure balloons. While waiting for development of
these exceptionally long flights, the CREAM instrument has
flown five times on LDB flights in Antarctica. It should be
noted that a 7 million cubic foot (∼0.2 million cubic meters)
super-pressure balloon was flown successfully for 54 days dur-
ing the 2008–2009 austral summer season. As ULDB flights
become available for large science payloads, long-duration ex-
posures can be achieved faster and more efficiently with reduced
payload refurbishment and launch efforts. Whatever the flight
duration, data from each flight reduces the statistical uncertain-
ties and extends the reach of measurements to energies higher
than previously possible.

This work was supported in the U.S. by NASA grants
NNX07AN54H, NNX08AC11G, NNX08AC15G,
NNX08AC16G, and their predecessor grants, in Italy by INFN,
and in Korea by the Creative Research Initiatives of MEST/
NRF. The authors wish to acknowledge NASA/WFF for
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ATIC/CREAM range 
(+JACEE/RUNJOB)

Cracks in the realm of spherical cows 
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Figure 1: Proton and helium absolute fluxes measured by PAMELA above 1 GeV/n, compared
with a few of the previous measurements (14–22). All previous measurements but one (17)
come from balloon-borne experiments. Previous data up to few hundred GeV/n were collected
by magnetic spectrometer experiments (14–17,19) while higher energy data come from calori-
metric measurements. PAMELA data cover the energy range 1 GeV -1.2 TeV (1-600 GeV/n
for He). The fluxes are expressed in terms of kinetic energy per nucleon, converted from the
rigidity measured in the tracker and neglecting any contribution from less abundant deuterium
(d/p ≃ 1%) and 3He (3He/4He ≃ 10%). Pure proton and 4He samples are therefore assumed.
Error bars are statistical, the shaded area represents the estimated systematic uncertainty.

modulation) and 1.2 TV, the resulting spectral indices are:

γR
30−1000 GV,p = 2.820± 0.003(stat)± 0.005(syst),

γR
30−1000 GV,He = 2.732± 0.005(stat)+0.008

−0.003(syst),

5

 O. Adriani et al., “PAMELA Measurements of Cosmic-ray Proton and Helium Spectra,'' Science 332, 69 (2011)  [1103.4055]

Soon after, PAMELA for the first time directly revealed the transition in p & He

Evidence in a single instrument!

Broken power-laws below the knee!



This verifies that the detector performance is stable over
time and that the flux above 45 GV shows no observable
effect from solar modulation fluctuations for this measure-
ment period. The variation of the proton flux due to solar
modulation will be the subject of a separate publication.
Figure 2(c) shows that the ratios of fluxes obtained using
events which pass through different sections of L1 to the
average flux are in good agreement and within the assigned
systematic errors; this verifies the errors assigned to the
tracker alignment. Lastly, as seen from Fig. 2(d), the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm; this verifies the systematic errors
assigned from the unfolding procedures and the rigidity
resolution function for two extreme and important cases.
First, at the inner tracker MDR (∼300 GV) where the
unfolding effects and resolution functions of the inner
tracker and the full lever arm (2 TV MDR) are very
different. Second, at low rigidities (1 to 10 GV) where the
unfolding effects and the tails in the resolution functions of
the inner tracker and full lever arm are also very different
due to large multiple and nuclear scattering.
Most importantly, several independent analyses were

performed on the same data sample by different study
groups. The results of those analyses are consistent with
this Letter.
Results.—The measured proton flux Φ including stat-

istical errors and systematic errors is tabulated in Ref. [25]
as a function of the rigidity at the top of the AMS detector.
The contributions to the systematic errors come from (i) the
trigger, (ii) the acceptance, background contamination,
geomagnetic cutoff, and event selection, (iii) the rigidity
resolution function and unfolding, and (iv) the absolute
rigidity scale. The contributions of individual sources to the
systematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 3(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [26]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [27]. Figure 3(b) shows
the AMS flux as a function of kinetic energy EK together
with the most recent results (i.e., from experiments after the
year 2000).
A power law with a constant spectral index γ

Φ ¼ CRγ ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [25] and shown in Fig. 3(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [28] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore fit
the flux with a modified spectral index [29]

Φ ¼ C
!

R
45 GV

"
γ
#
1 þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 1.8 TV yields a χ2=d:f: ¼
25=26 with C ¼ 0.4544 % 0.0004ðfitÞþ 0.0037

−0.0047ðsysÞþ 0.0027
−0.0025

ðsolÞ m−2sr−1sec−1GV−1, γ ¼ −2.849 % 0.002ðfitÞþ 0.004
−0.003

ðsysÞþ 0.004
−0.003ðsolÞ, Δγ ¼ 0.133þ 0.032

−0.021ðfitÞþ 0.046
−0.030ðsysÞ %

0.005ðsolÞ, s ¼ 0.024þ 0.020
−0.013ðfitÞþ 0.027

−0.016ðsysÞ
þ 0.006
−0.004ðsolÞ, and

R0 ¼ 336þ 68
−44ðfitÞþ 66

−28ðsysÞ % 1ðsolÞ GV. The first error
quoted (fit) takes into account the statistical and uncorre-
lated systematic errors from the flux reported in this work
[25]. The second (sys) is the error from the remaining
systematic errors, namely, from the rigidity resolution
function and unfolding, and from the absolute rigidity
scale, with their bin-to-bin correlations accounted for using
the migration matrix Mij. The third (sol) is the uncertainty
due to the variation of the solar potential ϕ ¼ 0.50 to
0.62 GV [30]. The fit confirms that above 45 GV the flux is
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FIG. 3 (color). (a) The AMS proton flux multiplied by ~R2.7 and
the total error as a function of rigidity. (b) The flux as a function
of kinetic energy EK as multiplied by E2.7

K compared with recent

measurements [3–6]. For the AMS results EK ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~R2 þ M2

p

q
−Mp

where Mp is the proton mass.

PRL 114, 171103 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
1 MAY 2015

171103-6

M. Aguilar et al. (AMS Collaboration) 
Phys. Rev. Lett. 114, 171103 (2015)

For p, agreement among AMS-02, PAMELA, 
CREAM (to some extent also quantitatively) 

Exp. hardening (AMS)=0.13(~±0.05, sys. dom)

For He, the published analysis agrees at 
least qualitatively with a change of spectral 

slope of ~0.12 (although less prominent than 
PAMELA reports), at a rigidity ~250 GV 

comparable to the p one

M. Aguilar et al. (AMS Collaboration) 
Phys. Rev. Lett. 115, 211101 (2015)

performance is stable over time and that the flux above
45 GV shows no observable effect from solar modulation
fluctuations. Figure SM2(c) in Ref. [22] shows that the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm. The flux ratio uses the two different event
samples corresponding to the inner tracker acceptance and
to the L1 to L9 acceptance used for the results in this Letter.
This verifies the systematic errors from the acceptance, the
unfolding procedure, and the rigidity resolution function
for two extreme and important cases. First, at the MDR of
the inner tracker, 0.55 TV, where the unfolding effects and
resolution functions of the inner tracker and the full lever
arm are very different. Second, at low rigidities (2 to
10 GV) where the unfolding effects and the tails in the
resolution functions of the inner tracker and full lever arm
are also very different due to multiple and nuclear scatter-
ing. Figure SM2(d) in Ref. [22] shows the good agreement
between the flux obtained using the rigidity measured by
tracker L1 to L8, MDR 1.4 TV, and the full lever arm, MDR
3.2 TV, again using different event samples, thus verifying
the systematic errors on the rigidity resolution function
over the extended rigidity range.
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.—The measured He flux Φ including statistical

errors and systematic errors is tabulated in Ref. [22],
Table I, as a function of the rigidity at the top of the
AMS detector. The contributions to the systematic errors
come from (i) the trigger, (ii) the geomagnetic cutoff,
the acceptance, and background contamination, (iii) the
rigidity resolution function and unfolding which take into
account the small differences between the two unfolding
procedures described above, and (iv) the absolute rigidity
scale. The contribution of individual sources to the sys-
tematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 1(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [25]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [26]. Figure 1(b) shows
the AMS flux as a function of kinetic energy per nucleon
EK together with the most recent results (i.e., from experi-
ments after the year 2000).
A power law with a constant spectral index γ,

Φ ¼ CRγ; ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [22] and shown in Fig. 1(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [27] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore

fit the flux with a double power law function [8]

Φ ¼ C
!

R
45 GV

"
γ
#
1 þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 3 TV yields a χ2=d:f: ¼
25=27 with C¼ 0.0948 % 0.0002ðfitÞ % 0.0010ðsysÞ %
0.0006ðsolÞm−2 sr−1 sec−1GV−1, γ¼−2.780% 0.005ðfitÞ%
0.001ðsysÞ% 0.004ðsolÞ, Δγ ¼ 0.119þ 0.013

−0.010ðfitÞþ 0.033
−0.028ðsysÞ%

0.004ðsolÞ, s ¼ 0.027þ 0.014
−0.010ðfitÞþ 0.017

−0.013ðsysÞ % 0.002ðsolÞ,
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FIG. 1 (color). (a) The AMS helium flux [22] multiplied by ~R2.7

with its total error as a function of rigidity. (b) The flux as a
function of kinetic energy per nucleon EK multiplied by E2.7

K
compared with measurements since the year 2000 [3–6]. For the
AMS results EK ≡ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ~R2 þ M2

p
−MÞ=4 where M is the 4He

mass as the AMS flux was treated as containing only 4He. (c) Fit
of Eq. (3) to the AMS helium flux. For illustration, the dashed
curve uses the same fit values but with R0 set to infinity.

PRL 115, 211101 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

20 NOVEMBER 2015

211101-6

Eventual confirmation by AMS-02
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� = Q(E)�di�(E)

For stationary, homogeneous & isotropic 
problems & observations at a single location, the 
diffusion operator can be effectively replaced by 
an effective “diffusive confinement” time τdiff

If both Q and 𝜏~1/K are power-laws… then puzzling!

• Drop K homogeneity (and possibly isotropy)

• Drop power-law behaviour in K (“propagation”)

• Drop power-law behaviour in Q (“multiple sources, source features”)

• Drop homogeneity in Q (e.g. “local sources”)

• …

Naturally suggests (classes of) solutions:

I will briefly concentrate on the 
latter to illustrate some works
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To assess that, take simplest expectation:    
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  G. Bernard, T. Delahaye, P. Salati & R. Taillet,  A&A 544,  A92 (2012) [1204.6289]

  W. Liu, P. Salati and X. Chen, Res. Astron. Astrophys. 15, 1 (2015) [1405.2835].

Low-E from average Galactic contribution, hardening due to local 
young sources (treated parametrically or from catalogue). E.g.:

G. Bernard et al.: TeV cosmic-ray proton and helium spectra

model K0 [kpc2/yr] � L [kpc] Vc [kpc/yr] q0p
⇥
GeV�1

⇤
q0He

⇥
(GeV/n)�1

⇤

A 2.4⇥ 10�9 0.85 1.5 1.38⇥ 10�8 1.17⇥ 1052 3.22⇥ 1051

B 2.4⇥ 10�9 0.85 1.5 1.38⇥ 10�8 0.53⇥ 1052 1.06⇥ 1051

MED 1.12⇥ 10�9 0.7 4 1.23⇥ 10�8 15.8⇥ 1051 3.14⇥ 1051

model ↵p + � ↵He + � ⌫ [century�1] H injection He injection �2/dof
A 2.9 2.8 0.8 0.19 0.05 0.61
B 2.85 2.7 1.4 0.12 0.07 1.09

MED 2.85 2.7 0.8 0.148 0.07 1.3

Table 1. Sets of CR injection and propagation parameters discussed in the text.
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Fig. 1. Proton (upper curve) and helium (lower curve)
spectra in the range extending from 50 GeV/nuc to
100 TeV/nuc, for the propagation parameters of model A
(see Table 1), giving the best fit to the PAMELA (Adriani
et al. 2011) and CREAM (Ahn et al. 2010) data : super-
novae explosion rate � = 0.8 century�1. Solid lines show
the total flux, short-dashed lines show the flux due to the
sources of the catalog, and the long-dashed curve the flux
due to the rest of the sources.

The average supernova explosion rate per century is de-
noted by �. The results of the fits to the proton and helium
spectra are gauged by the total reduced chi-square ⇥2

red (see
Table 1).

3. Discussion of the results.

This excellent agreement makes us confident that the pro-
ton and helium anomaly can actually be explained by exist-
ing local sources which have been extracted from SNR and
pulsar surveys. The model which we have presented here
is quite simple. Refining it is beyond the scope of this pa-
per. Some directions can nevertheless be given in order to
improve the solution which we have just sketched. To com-
mence, the best fits are obtained for a rather small value
of the magnetic halo thickness L. This trend can be un-
derstood as follows. As already explained, the thinner the
magnetic halo, the smaller the number N of sources which
contribute to the total signal and the larger the injection
rate q of individual sources. The contributions �cat and
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Fig. 2. Same as previous figures for models A and B (see
Table 1), for two values of the supernovae explosion rate,
� = 0.8 century�1 and � = 1.4 century�1.
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Fig. 3. Same as before, for the MED propagation param-
eters (see Table 1).

�̄loc from the local region are no longer swamped in the
total flux when L is small. This may be a problem as re-
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S. Thoudam and J. R. Horandel, 
MNRAS 421, 1209 (2012)  [1112.3020] & 435, 2532 (2013) [1304.1400]

 G. Bernard et al. A&A 555, A48 (2013) [1207.4670]

But how likely is the hypothesis in itself, given “Galactic variance”?

N.  Tomassetti and F. Donato,   ApJ 803, 2, L15 (2015) [1502.06150]

M. Kachelrieß, A. Neronov, D. V. Semikoz,  PRL 115, 181103 (2015) [1504.06472]

local, old source contributes at low-E & overall contribution of 
young and further away ones dominates at high-E, like in

Or young (~2 Myr) local and steep source at low-E, high-E 
dominated by average contribution, like in

Connection between e+/(e+ + e−) and CR Hadron Spectra 3
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FIG. 1.— Energy spectrum of CR positrons multiplied by E3. The three
models of Mertsch & Sarkar (2014) (lines) are compared with the new data
from AMS (Aguilar et al. 2014).

βK0(R/R0)δ, spatially homogeneous, where K0 expresses
its normalization at R0 ≡ 4GV. We solve Eq. 5 for all nu-
clei (from Fe to H) after assuming stationarity (∂N/∂t = 0),
boundary conditions (N(±L) ≡ 0), and continuity condi-
tion across the disc. The differential fluxes at Earth are given
by φ(E) = βc

4πN0(E), where N0, evaluated at z = 0, is of

the type N0 ≈ S
(

K
hL + Γ̃inel

)−1
. The quantities N , K , S

and Γ̃ depend on energy or rigidity too. To account for the
solar modulation, we employ the force-field approximation
(Gleeson & Axford 1968) using the parameter Φ = 500MV
for a medium-level modulation strength.

3. RESULTS AND DISCUSSION
There are many parameters that determine the OSNR

source spectra. We follow the benchmark model of
Mertsch & Sarkar (2014), that provides good fits to the AMS
leptonic data, assuming that the bulk of the e± flux is pro-
duced by this type of OSNRs. All relevant parame-

TABLE 1
SOURCE AND TRANSPORT PARAMETER SETS.

OSNR parameters Propagation parameters
u1 5×107 cm s−1 K0 0.1 kpc2Myr−1

B / κB 1µG / 16 δ 0.50
αH /αZ>1 4.65/4.55 L 5 kpc

n1 2 cm−3 h 0.1 kpc
Rmax 1 TV nism 1 cm−3

τ snr 50 kyr Φ 0.5GV

ters are listed in Tab. 1. In particular we adopt B = 1µG,
Rmax = 1TV, κB = 16, and u1 = 5× 107 cm s−1, where
κB parametrizes the deviation of D(p) from the Bohm
value due to magnetic damping. These values are typi-
cal for SNRs at their late evolutionary stages. The au-
thors in Mertsch & Sarkar (2014) considered also scenar-
ios with higher values of Rmax, fixed at 3 TV and 10 TV,
which can in principle discriminated with e+ data at higher
energy. In Fig. 1 we compare these predictions with the
new high-energy data released by AMS (Accardo et al. 2014;
Aguilar et al. 2014). The data suggest that models with high
Rmax (∼ 10TV or higher) are disfavored. We also note that
the value Rmax= 1TV is consistent with the naive estimate
made from equating Γacc with 1/τ snr. At this point it is clear
that a pure OSNR scenario, which describes well the ∼GV
- TV observations, cannot account for the CR hadronic flux
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FIG. 2.— Energy spectra of H (top) and He (bottom) multiplied by E2.7.
The solid lines indicate the model calculations. The contribution arising from
OSNR (short-dashed lines) and from GSNR (long-dashed lines) are shown.
The data are from PAMELA (Adriani et al. 2011), ATIC-2 (Panov et al.
2009) and CREAM (Yoon et al. 2010).

observed at ∼TV - PV rigidities. This is also the rigidity re-
gion where the spectra are found to be harder. This considera-
tion motivated us to introduce a second component for the CR
hadron spectra at high energies, i.e., the GSNR component,
representing the large-scale population of distant SNRs. Typ-
ical parameters for GSNRs with strong shock and amplified
magnetic fields are u1 ∼ 109 cm s−1, B/κB ∼ 100µG, and
Rmax ∼ 5 PV. It is easy to see that, from these values, GSNRs
are unable to produce and accelerate secondary e± or Li-Be-
B. Furthermore, the resulting CR spectra are totally insensi-
tive to their exact values (and to the type of diffusion) so that
the only relevant GSNR parameters are the source spectral in-
dices. For both components, OSNR and GSNR, the slope α
and theirnor normalization are chosen to match the data on
primary spectra after propagation. The source parameter α
is degenerated with the transport parameter δ, but the latter
can been tested against the B/C ratio. As in Mertsch & Sarkar
(2014) and related works, for Z = 1 we use a source spectral
index steeper by 0.1 compared to that of heavier nuclei. This
is a known issue, possibly ascribed to an A/Z–dependent in-
jection efficiency in SNR shocks (Malkov et al. 2012). The
relative source abundances are those adopted from previous
studies (Tomassetti 2012; Tomassetti & Donato 2012) and we
use the same values for the two SNR components. The con-
tributions of the two components, determined from the data,
are taken as 85% for the OSNR and 15% for the GSNR flux
at 1GeV/n, for all elements. Leptonic spectra from GSNR
are expected not to contribute significantly to the high-energy
flux, which is the case if these sources are placed at distances
d ! kpc (Delahaye et al. 2010). The data at !TeV energies
require the GSNR spectra to be harder than those from the
OSNR: we adopt αH = 4.1 and αZ>1 = 4.0. This is in fact
encouraging, because the basic DSA predictions, supported
by γ–ray observations of young SNRs, favor α ∼ 4.0 – 4.2
(Blasi 2013). With this setup, in Fig. 2 we plot the model

Till recently the assessment of these model done “qualitatively”:  (e.g. one typically 
needs fast diffusion and low supernova rate in tension with other observations) 

(and the list goes on…)

Drop homogeneity in Q: local sources



Fluctuations of cosmic-rays spectrum from local sources

1 Presentation of the problem

The flux of cosmic rays at Earth is the result of the sum of the contribution of a large number

of individual sources. Hereafter we focus on the proton flux which is the best measured one due

to high statistics. We consider a set of proton sources of number N, so that the proton flux can

be written:

 =
NX

i=1

 i (1)

Each individual flux  i depends on the age ⌧i an the distance di of the source, and on

assumptions on the injection laws. Thus, to derive a theoretical expectation for this flux, one

need to know all the couple (⌧i,di) of the sources involved. This is simply impossible, but as the

number of sources is high one can move to a statistical point of view. It is actually possible to

measure p( ), the probability of an individual source to produce a flux  . Then the probability

of the sum  can be calculated as:

PN ( ) =

Z

 1

Z

 2

..

Z

 N

p( 1) p( 2)..p( N ) �

 
NX

i

 i � 

!
d 1d 2..d N (2)

One knows that if the variance of p( ) is finite, then when N tends to infinity the central

limit theorem ensures the convergence toward a Gaussian. For a physical case this convergence

strongly depends on the shape of the probability, an the number N. Unfortunatly the situation is

not so simple(we will explain why in the following), and cannot even been solved by a numerical

calculation of this integral which is prohibitive in term of CPU time. Hereafter we present an

analytical treatment of the problem, trying to to give a general framework on how one can deal

with such cases.

Hereafter we introduce some usefull notations for the following:

We note h i the average flux expected from a continuous distribution of sources in space and

time. Considering that the sources are homogeneously distributed inside a thin disk sandwiched

by a larger di↵usion volume of height L caracterised by a di↵usion coe�cientK, one can calculate

the flux in the steady state regime and find:

h i = Qtot

h L

K
= Qtot ⌧D with: [Qtot] =  .Myr�1

. (3)

In this equation  can either be homogeneous to the density of cosmic-rays expressed in

#particle.Gev�1
.kpc�3 or to the flux expressed in #particle.Gev�1

.m�2
.s�1

.str�1. For the fol-

lowing reasoning we choose the first option. The total injection rate Qtot can be viewed as Qtot =
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q µs where q is the number of particle injected by one source expressed in #particle.Gev�1, and

µs the density of sources in space and time expressed in #sources.kpc�3
.Myr�1. Furthermore

µs = ⌫/(2 h ⇡R
2) with ⌫ the rate of SN explosion in the Galaxy which is about 3/century. With

these notations one can write again h i:

h i = Qtot

h L

K
(4)

= q µs

h L

K
(5)

=
q ⌫

2 h ⇡R2

h L

K
(6)

=
q

2 L ⇡R2
⌫
L
2

K
(7)

=
2 q

L ⇡2R2
⌫
⇡

4

L
2

K| {z }
(8)

= h i N. (9)

In the last line N denotes the number of sources(which depends on the energy), and h i

the average flux from one single source. This last choice for N is explained in Appendix 6.1.

However note that our actual results on the calculation of the probabilities, that will come later,

do not rely on a specific choice for N.

The cosmic-rays flux from a source located at a distance d and which exploded ⌧ Myr ago,

reads in the pure di↵usive regime:

 =
q

(4⇡K⌧)3/2
exp

✓
�

d
2

4K⌧

◆
=

a

⌧3/2
exp

✓
�

d
2

4K⌧

◆
. (10)

So a is related to h i by:

a =
1

24
p
⇡

L R
2

K3/2
h i (11)

Or more generally without specifying N, one can simply write:

a =
2 ⇡ R

2
K

⌫ L (4⇡K)3/2
h i =

1

4
p
⇡

R
2

⌫ L
p
K

h i (12)

2 First estimation of the probability

In most of the Galactic cosmic-rays models, one assume the sources to be homogeneously dis-

tributed inside a thin disk sandwiched by a larger di↵usion volume. As discussed before the

discretness of the sources may impact the spectral shape of cosmic-ray flux. Assuming that

the spatial probability to find a source in homogeneous inside the disk, one can compute the

probability pD( ) to measure a flux  from one source, by following the demonstration made
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does not necessarily 
match “continuum” 
average

Actual flux obeys prob. distribution obtained as convolution of single pdfs

Y. Génolini, P. Salati, PS, R. Taillet, Astron. Astrophys. 600, A68 (2017) [1610.02010]

Overall flux 
from N 
sources

h i = Nh i h i =
Z 1

0
d p( ) 

p( ) =

Z

V 
dxs dts D(xs, ts)

Integration over domain of space & time that gives a flux ψ associated
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to the diffusive solution

normalized distribution in 
space & time for 1 source

q ⌫

2⇡R2

hH

K
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Central Limit Theorem does not apply, fat-tail distributions!

Subtlety: causality in Special Relativity & constraints from “local info” (e.g.:No SN in the Solar 
System in historical time) still impose maximal flux ɸc→ CLT applies, but convergence for ɸ<ɸc 

attained for a too large N compared with what physically interesting (checked via Monte Carlo) 

Y. Génolini, P. Salati, PS, R. Taillet, Astron. Astrophys. 600, A68 (2017) [1610.02010]

 �8/3

 �7/3{At  � h i , p( ) /
high-flux/nearby/3D config. 

low-flux/far/2D config. 
→ e.g. infinite variance!

Yet, generalized CLT applies: Stable Laws characterized 
by index 𝜶=5/3 (3D) or 4/3 (2D) replace Gaussians

These-known-distributions can then be used to set confidence 
intervals, compute p-values…

But actually the pdf exists!

�N = 1, ↵ = 5/3 ! 3D, ↵ = 4/3 ! 2D

) So one can define confidence intervals, pvalues...
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Y. Genolini et al.: Stable laws and cosmic ray physics
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Fig. 4. For each row, the left and right cumulative blue histograms of 106 Monte Carlo realizations of Galactic populations of CR sources are
respectively displayed in the left and right panels, whereas the pdf P( ) stands in the middle. The MED propagation model is used without taking
into account convection, di↵usive reacceleration and spallations. From top to bottom, the CR kinetic energy has been set equal to 100 GeV, 1 TeV
and 10 TeV. The solid green line indicates the theoretical prediction for the 2D model of the Galactic magnetic halo, whereas the dashed red curve
correponds to the 3D case. The residuals between theory and simulations are displayed below each histogram with their 1-� Poissonian error.

prediction of the 3D model is always the closest to the simulations for large fluxes. Whatever the regime, all histograms reproduce
the theoretical probability within O(10%) down to the 10�4 level, and even with the order of magnitude below 10�5. Note that
whatever the energy in the range extending from 100 GeV to 1 PeV, the simulations are not at all reproduced by the Gaussian law,
featured by the dashed-dotted blue lines, which would be the limiting case for an infinite number N of sources according to the
conventional central limit theorem. Stable laws are on the contrary an excellent approximation to our results, even though a cut has
been imposed on the single source pdf p( ) from causality considerations and one would naively expect P( ) to relax toward a
Gaussian law.

At fixed CR energy, we observe a transition occuring at some critical value  h of the flux  , above which the 3D (i.e., ↵ = 5/3)
stable law yields a better approximation than the 2D (i.e., ↵ = 4/3) distribution. In order to derive an estimate for  h, we should

Article number, page 11 of 18

In a range of E and for not to extreme fluctuations, “3D” and “2D” Stable Laws provide a 
good approximation of the actual distribution obtained by numerical simulations

Y. Génolini, P. Salati, PS, R. Taillet, Astron. Astrophys. 600, A68 (2017) [1610.02010]
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Generic consequence: 

with current exp. precision,  sizable probability to see deviations 
from average theory predictions, even if the model is correct!

But does it explain “the break”? Not very likely!

A&A proofs: manuscript no. draft

Models PAMELA AMS02

Model
50GeV 1TeV 50GeV 1TeV

p ( > h i + 3�) p ( > h i + 3�) p ( > h i + 3�) p ( > h i + 3�)

p ( < h i � 3�) p ( < h i � 3�) p ( < h i � 3�) p ( < h i � 3�)

MIN 0.15 0.083 0.28 0.26

0.13 < 10�6 0.63 0.51

MED 0.047 0.014 0.16 0.12

< 10�6 < 10�6 0.26 0.0025

MAX 0.009 0.0018 0.045 0.016

< 10�6 < 10�6 < 10�6 < 10�6

Table 1. Probability that a source configuration leads to a 3� fluctuation above and below the flux measured by AMS02 and PAMELA. The
calculation is made for the three benchmark propagation models MIN, MED and MAX, and for the two energies 50 GeV and 1 TeV.

Models MIN MED MAX
Probabilities(Stable law 5/3) 0.0072 0.0012 0.00016

Probabilities(Gaussian law) 0.06 10�5 0

Table 2. Probabilities to obtain a flux larger than 2.86h i at 1 TeV in the myriad model, calculated for three benchmark propagation models MIN,
MED and MAX. The Gaussian probability is extracted from the simulation and crucially depends on the integration time of the simulation.

big step forward in reducing the experimental uncertainties, giving hopes to see deviation of the power law independently from the
propagation models.

A positive large flux fluctuation corresponds to the situation where some of the sources are very near and very young. The
extreme case for which a few sources (or even one source) dominate the contribution to the flux has been considered, for instance
in Kachelrieß et al. (2015): the authors suggest to explain the low energy proton flux below ⇠ O(10) TeV by involving the major
contribution of a local SNR (within few hundreds of pc) which exploded about 2 Myr ago. According to Fig. 1 of this paper, this
contribution would overcome the mean flux by a factor 2.86 at the energy of 103 GeV. In our myriad model, which assumes isotropic
di↵usion, the probability that a peculiar configuration of sources leads to a deviation comparable or larger to the one stated in this
paper, is given by:

ps =

Z
1

2.86h i
P( ) d = 1 �

Z 2.86h i

0
P( ) d = 1 � (1 + ✏)N

|   {z   }
⇡1 (here)

Z 2.86h i
�N

0
S [↵, 1, 1, 0; 1](X) dX . (42)

Such a deviation corresponds to log10( /h i) ⇡ 0.46 at 103 GeV, for which Fig. 5 recommends the use of the 3D case corresponding
to ↵ = 5/3. This conclusion holds for the MED model for which Fig. 5 was made, but we checked that it was actually also the case
for the MIN and MAX cases. For the MIN case  /h i also falls below the condition  max/h i as shown in Fig. 2.

The probabilities for the three di↵erent benchmark propagation models are reported in Tab. 2. As comparison we also display the
probabilities obtained by using a Gaussian law with the variance of the simulations. In the homogeneous di↵usion framework, this
result suggests that the chance probability for such an excursion is at most at the level of ⇠ 0.1%, and even one order of magnitude
smaller if the MAX model, apparently closer to the recent observations, is adopted. It would not be correct to discard the model in
Kachelrieß et al. (2015) based on these considerations, however, since in that article the authors advocate for a strongly anisotropic
di↵usion. Certainly, it emphasizes the importance of this ingredient in the plausibility of the scenario.

Another example is provided by the scenario discussed in Tomassetti & Donato (2015). Here the authors invoke a two com-
ponents model for which the high energy CRs spectrum is dominated by the average Galactic population, and the low energy part
by one local old source, or alternatively a population of local old sources. In this case, homogeneous di↵usion is assumed. The two
di↵erent energy dependences of these components would explain the break in the proton and helium flux above 200-300 GV. Once
more we can compute the probability for such a low energy fluctuation of the flux in our myriad model, assuming the mean flux
to be reached above the spectral break. From the Fig. 2 of this paper the proton flux at E = 10 GeV is dominated by some local
sources which yield a value of  approximately 3.3 times the average h i. Within their propagation model, one can show that the
probability of such an excess must be treated with the 3D case. Making use of the formula Eq. (42) of the previous example, we
obtain a probability of 8.6⇥10�5. Thus we can conclude that the only reasonable possibility for their scenario to be true is to assume
a sum of two populations of sources, with the observed flux at the Earth being close to the sum of their average contributions rather
than due to a local fluctuation.

Finally, one may consider the opposite possibility (advanced for instance in Bernard et al. 2012, 2013) for which the high-
energy flux is a signature of the contribution of local sources, while the steeper flux at lower energies follows the Galactic average.
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Models MIN MED MAX
Probabilities(Stable law 4/3) 0.031 0.0082 0.0013

Table 3. Probabilities calculated for the most discriminating point of CREAM at 12.6TeV (the fourth one) and the three benchmark propagation
models.

In Fig. 7, left panel, we display the inferred mean proton flux in the range [45-200] GeV in this model, from which data depart
more and more above the energies &200 GeV. To estimate the probability that such a discrepancy may occur it is crucial to check
the requirement for the applicability of the stable law, i.e.  <  c. In the right panel of Fig. 7, we plot the data divided by the mean
above 45 GV, together with conditions  c/h i and  max/h i of Fig. 2 (solid for MAX model, dashed for MED, dotted for MIN). If
the data fall above the grey lines, it means that the observed excess cannot be provided by local sources in the di↵use regime. This
is what happens to the two (three) highest energy CREAM data in the MED (MAX) propagation model. Strictly speaking, we can
only conclude that our theory is inapplicable to those energies in the framework of these propagation models, since the di↵usion
approximation breaks down. However, it also means that the only way one or few local sources might account for the measured flux
in that range is to assume that CR propagate quasi-ballistically from the hypothetical source(s), which would qualitatively lead to
O(1) anisotropy, in blatant contrast with the data, showing a dipole anisotropy in this energy range at or below the 0.1% level (see
for instance the compilation in Fig. 2 of Blasi & Amato (2012)). Note also that the data fall above the orange lines, at all energies
for the MAX model and already at 5 TeV for the MED one. These lines correspond to the “maximal excursion” as due to a source as
young as ⌧ < ⌧c = 2.7 kyr and as close as r < dc = 0.06 kpc, which is roughly the closest in space-time estimated on the basis of the
available catalogue. Although the available catalogue may be incomplete, it is less and less likely so for close and young/powerful
sources. This is another independent argument suggesting that a local explanation for the high-energy break of the type invoked in
Bernard et al. 2012, 2013 is unlikely in propagation scenarios of the MED or MAX type. If we discard all constraints from catalogs,
our theory is applicable bellow 50 TeV to estimate the probability of such an excess within our myriad model. The probability is
calculated as

pvalue =

Z
1

 exp

d exp

Z +1

0
d p( exp| ) p( |myriad) , (43)

where p( exp| ) is a Gaussian law of spread �exp the experimental variance, and p( |myriad) is the probability to get a theoretical
flux  in the myriad model. We compute this probability for the most constraining data point, which lies at 12.6 TeV in the CREAM
data. The fluctuation at this energy is  /h i ⇡ 1.73 which justifies the use of the 2D case with the stable law ↵ = 4/3. The results
are reported Table. 3. We obtain a maximum of 3 percents within the MIN scenario. This probability is small but not vanishingly
small. In fact, independent CR arguments disfavouring the MIN scenario (see for instance Lavalle et al. (2014); Giesen et al. (2015);
Kappl et al. (2015); Evoli et al. (2015)) are probably even more significant in providing a killing blow to this model.

Fig. 7. Left panel: Proton flux from AMS02 (Aguilar et al. 2015) and CREAM (Yoon et al. 2011), and a fit of the spectrum between 45 GeV
and 200 GeV that we assume here to be the mean Galactic flux. Right panel: data divided by the theoretical mean above 45 GeV, together with
conditions  c/h i and  max/h i of Fig. 2 (solid for MAX model, dashed for MED, dotted for MIN).

6. Conclusion

Given the precision currently reached by cosmic ray measurements, it is more and more important to assess uncertainties associated
to di↵erent theoretical predictions. The space-time discreteness of the cosmic ray sources is an important cause of theoretical
uncertainty, given the ignorance of their precise epochs and locations, with the possible exception of the most recent and close ones.

In this article we have elaborated a statistical theory to deal with this problem, relating the composite probability P( ) to obtain
a flux  at the Earth to the single-source probability p( ) to contribute with a flux  . The main di�culty arises since p( ) is a
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Next on theory wishlist:  energy correlations, anisotropies (currently only doable with extensive MC)

A theory for local source effects, IV



Fragile nuclei such as Li, Be, B… present but in traces in stellar 
astrophysical environments,  while in sizable fractions in CRs:

➡    interpreted as result of spallation of “primary” nuclei, 
accelerated at sources (e.g. SNRs) during the CR diffusive 
propagation in the ISM.

While CR are sensitive to both acceleration and propagation 
effects, the ratio of Secondary/Primary species is used to constrain 
propagation parameters (assumed insensitive to injection)

Towards a test of break models: secondaries
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➡    interpreted as result of spallation of “primary” nuclei, 
accelerated at sources (e.g. SNRs) during the CR diffusive 
propagation in the ISM.

While CR are sensitive to both acceleration and propagation 
effects, the ratio of Secondary/Primary species is used to constrain 
propagation parameters (assumed insensitive to injection)
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If a type of nucleus is not present as primary, but 
only produced as secondary via collisions (this 
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Towards a test of break models: secondaries



Main diagnostics: from secondaries, notably (but not exclusively!) B/C

In short:
1) Source origin for the break: no feature expected in secondaries/primaries 
2) Propagation origin for the break: should reflect in probes of propagation as B/C 
(i.e. secondary spectra should show a more pronounced break than primary ones)

3) Local models like the “myriad” one may even obtain a softening of sec/primary,  
since secondaries are ~ sourced by the “unbroken” average spectrum

Q ɸprim=Q/K

K ɸsec∝ 𝜎ɸp/K
R

R

R

R
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Main diagnostics: from secondaries, notably (but not exclusively!) B/C

In short:
1) Source origin for the break: no feature expected in secondaries/primaries 
2) Propagation* origin for the break: should reflect in probes of propagation as B/
C (i.e. secondary spectra should show a more pronounced break than primary ones)

3) Local models like the “myriad” one may even obtain a softening of sec/primary,  
since secondaries are ~ sourced by the “unbroken” average spectrum
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* ”distributed reacceleration" would 
have different features, but does not 
appear phenomenologically viable
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In short:
1) Source origin for the break: no feature expected in secondaries/primaries 
2) Propagation origin for the break: should reflect in probes of propagation as B/C 
(i.e. secondary spectra should show a more pronounced break than primary ones)
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We performed a first a priori test in this sense, comparing a baseline model with 
featureless K(R) vs. case with a break with parameters fixed by the p & He data

Y. Génolini, PS, et al. ``Indications for a high-rigidity break in the cosmic-ray diffusion coefficient,''  
Phys. Rev. Lett.  119, 241101 (2017) [1706.09812]

K(R) = K0 �
(R/GV)�n

1 + (R/Rb)
��/s

osK(R) = K0 � (R/GV)�

Testing break models: a first analysis

In all cases a sizable preference for broke K obtained (𝛥𝝌2>10)

‣ Same (limited) number of free parameters

‣ Tested impact of different treatment of AMS-02 systematic 
errors

‣ Tested impact of x-sec uncertainties as well as flat high-E 
dependence vs. log2 s growth

‣ Tested impact of expected amount of “grammage at the source” 
(source “secondaries”)
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H. S. Ahn et al,             
ApJ 714 (2010) L89-L93

M. Aguilar et al. [AMS-02],  “Observation of the Identical Rigidity 
Dependence of He, C, and O Cosmic Rays at High Rigidities by 
the Alpha Magnetic Spectrometer on the International Space 

Station” Phys. Rev. Lett. 119, 251101 (December 2017)

“Above 60 GV, these three spectra have identical rigidity 
dependence. They all deviate from a single power law 

above 200 GV and harden in an identical way.”

Since then: 1. Clear indications of universality

One more prediction of the hypothesis passed



M. Aguilar et al.,  “Observation of New Properties of Secondary Cosmic Rays Lithium, 
Beryllium, and Boron by the Alpha Magnetic Spectrometer on the International 

Space Station”  Phys. Rev. Lett. 120, 021101 ( January 2018)

“All three fluxes have an identical rigidity dependence above 30 GV […]. The three fluxes 
deviate from a single power law above 200 GV in an identical way. […] Above 200 GV, the 

secondary cosmic rays harden more than the primary cosmic rays.”

Since then: II. secondaries show more pronounced break

Yet another success!



Diffusion as responsible for the breaks naturally accounts for universality of primary breaks 
+ larger & universal break in secondaries. Different models for causes of the feature in K, e.g.

  N. Tomassetti,
  Astrophys.  J.  752, L13 (2012)
  [arXiv:1204.4492].

Pheno model loosely inspired to arguments raised e.g. in
Erlykin & Wolfendale J.Phys. G28 (2002) 2329-2348

K not separable into rigidity and space variables:

Qualitatively reflecting that turbulence in the halo (mostly CR-driven) 
should be different than close to the disk (mostly SNR driven)

2 Nicola Tomassetti

lems in the CR acceleration/propagation physics.

2. CALCULATIONS
We use a simple model of CR diffusion and nuclear inter-

actions. The effects of energy changes and convection are
disregarded. The Galaxy is modeled to be a disk, with half-
thickness h, containing the interstellar gas (number density n)
and the CR sources. The disk is surrounded by a diffusive halo
of half-thicknessL and zero matter density. For simplicity we
give a one-dimensional description (infinite disk radius) in the
thin disk limit (h ≪ L) and we restrict to stable species. For
each CR nucleus, the transport equation reads

∂N

∂t
=

∂

∂z

(

K(z)
∂N

∂z

)

− 2hδ(z)ΓinelN + 2hδ(z)Q , (1)

where N(z) is its number density as function of the z-
coordinate, K(z) is the position-dependent diffusion coeffi-
cient, and Γinel = βcnσinel is the destruction rate in the ISM
at velocity βc and cross section σinel. The source term Q
can be split into a primary term Qpri, from SNRs, and a sec-
ondary production term Qsec =

∑

j Γ
spall
j Nj, from spallation

of heavier (j) nuclei with rate Γspall
j . The quantities N , K ,

Q, and Γinel depend on energy too. Since no energy changes
are considered, such a dependence is only implicit and can be
ignored for the moment. To solve Eq. 1 we assume steady-
state conditions (∂N/∂t = 0). We define α1(z) ≡ K ′/K ,
α2 ≡ −2hΓinel/K0, and α3 ≡ 2hQ/K0, where we have de-
noted K ′ = ∂K/∂z and K0 = K(z=0). In the halo (z ≶ 0)
the equation reads N ′′ + α1N ′ = 0, which is readily solved
as N±(z) = p± + u±λ̂(z), where the subscripts ∓ indicate
the solutions in the z ≶ 0 half-planes. The function λ̂(z) is
defined as

λ̂(z) =

∫ z

0
e−

∫
z
′

0
α1(z

′′)dz′′

dz′ . (2)

The boundary conditions, N(±L) = 0, provide the relation
u± = −p/Λ±, where Λ± ≡ λ̂(±L). From the continuity
condition in the disk, N−(0) ≡ N+(0), one obtains p+ =
p− ≡ p. Assuming that K(z) is an even function, one can
see that λ̂(z) must be odd. Thus we define λ(z) ≡ λ̂(|z|) and
Λ ≡ λ(L), so that u± = ∓p/Λ. To determine p, we integrate
the transport equation in a thin region across the disk

N ′
+(ϵ)−N ′

−(−ϵ)+

∫ +ϵ

−ϵ
α1N

′dz+α2N(0)+α3 = 0 . (3)

The limit ϵ → 0 gives p = α3/
(

2Λ−1 − α2

)

. After replacing
α1, α2, and α3 with the original quantities, the solution reads

N(z) =
Q

K0

hΛ + Γinel

[

1−
λ(z)

Λ

]

. (4)

The function λ(z) can be expressed as

λ(z) =

∫ |z|

0
e−

∫
z
′

0
K′/Kdzdz′ = K0

∫ |z|

0

dz

K(z)
. (5)

From this toy model, one can recover the homogeneous
diffusion model (HM) by settingK ′ ≡ 0, which gives λ = |z|
and Λ = L. Simple models of inhomogeneous diffusion
can be described by a diffusion coefficient of the type
K(z, E) ≡ f(z)K0(E). For example, Di Bernardo et al.

(2010) adopt f(z) = e|z|/zt . In this case one finds
λ = zt

(

1− e−|z|/zt
)

, where the limit zt ≫ L recovers
the HM, and the limit zt ≪ L gives Λ ≈ zt. The latter
case provides a more natural description of the latitudinal
CR density profile, as it is insensitive to the halo bound-
aries ±L. However, the model predictions in terms of CR
spectra at Earth remain equivalent to those of the HM after
a proper choice of Λ. This is a general property of Eq. 5:
as long as K(z, E) is separable in z and E, the function
λ is independent on energy and the spectra at z=0 are
equivalent to a mere rescaling of the model parameters.
We remark that the energy–space variable separation is
implicitly assumed in all CR propagation models. Physi-
cally, it describes a unique diffusion regime in the whole
halo, given by K0(E), while f(z) allows for spatial varia-
tions in its normalization. The quantity Λ can be regarded
as an effective halo height experienced by CRs at equilibrium.

We now put into practice our hypothesis on the latitudinal
variations of the CR diffusion properties, which implies that
K(z, E) is not separable as f(z)K0(E) everywhere. We fol-
low the arguments given in Erlykin & Wolfendale (2002), but
our aim is not to inspect the astrophysical plausibility of their
suggestions. Rather, we consider a phenomenological sce-
nario in order to illustrate the effect and its consequences for
the main CR observables. We adopt a simple two-halo model
(THM) consisting in two diffusive zones. The inner halo, rep-
resenting the region influenced by SNRs, is taken to surround
the disk for a typical size ξL of a few hundred pc (ξ ∼ 0.1).
The outer halo, representing a wider region where the turbu-
lence is driven by CRs, is defined by ξL < |z| < L. The
diffusion coefficient is taken of the type

K(z, ρ) =

{

k0βρδ for |z| < ξL (inner halo)
k0βρδ+∆ for |z| > ξL (outer halo) ,

(6)

where ρ = R/R0 and k0 specifies its normalization at the ref-
erence rigidity R0. We use the same k0 values on both halos,
as their relative normalization can be controlled by R0. For
R > R0, the diffusion coefficient of Eq. 6 produces a higher
CR confinement in the inner halo (with δ ∼ 1/3), whereas the
outer halo (with ∆ ∼ 0.5 – 1) represents a reservoir from
which CRs leak out rapidly and can re-enter the inner halo.
From Eq. 5, one can compute λ = λ(z, ρ) and Λ = Λ(ρ).
The latter reads

Λ(ρ) = L
[

ξ + (1− ξ)ρ−∆
]

. (7)

That is, the effective halo height is a rigidity-dependent quan-
tity that affects the model predictions at z = 0. This effect can
be better understood if one neglects the term Γinel and takes a
source term Qpri ∼ ρ−ν . From Eq. 4 and Eq. 7 one finds

N0 ≡ N(z = 0) ∼
L

k0

{

ξρ−ν−δ + (1 − ξ)ρ−ν−δ−∆
}

,

(8)
which describes the CR spectrum as a result of two compo-
nents. Its differential log-slope as a function of rigidity reads

γ(ρ) = −
d logN0

d log ρ
≈ ν + δ +

∆

1 + ξ
1−ξρ

∆
, (9)

which indicates a clear transition between two regimes. In
practice, the low-energy regime (γ ≈ ν + δ + ∆) is never
reached due to spallation (neglected in the above equations)
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FIG. 1.— CR spectra for H, He, CNO and Fe from our calculations and data as function of kinetic energy. The data are from PAMELA (Adriani et al. 2011),
ATIC-2 (Panov et al. 2009), CREAM (Ahn et al. 2010; Yoon et al. 2011), JACEE (Asakimori et al. 1998), and KASCADE (Antoni et al. 2005).

that becomes relevant and even dominant over escape (Γinel !
K0

hΛ ). In this case the log-slope is better approximated by γ ∼
ν + 1

2 (δ +∆) (Blasi & Amato 2012a). The hard high-energy
regime (γ ≈ ν + δ) is determined by the diffusion properties
of the inner halo only, because the outer halo is characterized
by a much fast particle leakage. In this limit one has Λ ≈ ξL.
The effect vanishes at all rigidities when passing to the HM
limit of ξ → 1 (one-halo) or ∆ → 0 (identical halos), where
one recovers the usual relation γ = ν + δ. Furthermore, from
Eq. 4, it can be seen that the intensity of the harder component
diminishes gradually with increasing |z|, i.e., the CR spectra
at high energies are steeper in the outer halo.

3. RESULTS AND DISCUSSIONS
We compute the THM spectra at Earth by

J(E) = βc
4πN0(E), from Eq. 4, at kinetic energies

above 10GeV. The SNR energy spectra are taken as
Qpri = Y β−1 (R/R0)

−ν e−R/Rmax , where Rmax rep-
resents the maximum acceleration rigidity attainable by
SNRs. The constants Y are determined from the data at
∼ 100GeV/nucleon. The indices ν are taken as Z-dependent
to account for the observed discrepancies among elements.
Malkov et al. (2012) and Ohira & Ioka (2011) gave strong
arguments for ascribing such discrepancies to SNRs. The
ISM surface density is taken as h × n ∼= 100 pc× 1 cm−3.
The two halos are defined by L ∼= 5 kpc and ξL ∼= 0.5 kpc,
but the physical parameters that enter the model are k0/L
and ξ, where both quantities are also degenerated with R0.
Concerning the diffusion parameters, we consider two case
studies: THMa (δ ∼= 1/3 and ∆ ∼= 0.55) which adopts a
Kolmogorov-type diffusion in the inner halo, and THMb

TABLE 1
MODEL PARAMETERS

parameters THMa THMb
ν (H; He; CNO; Fe) 2.29; 2.17; 2.17; 2.20 2.43; 2.31; 2.31; 2.34
R0; Rmax . . . . . . . . 2GV; 2.5·106 GV 2GV; 2.5·106 GV
k0/L . . . . . . . . . . . . . . 0.007 kpc/Myr 0.010 kpc/Myr
δ; ∆; ξ . . . . . . . . . . . . 1/3; 0.55; 0.1 1/6; 0.55; 0.1

(δ ∼= 1/6 and ∆ ∼= 0.55) to test the extreme case of a very
slow diffusivity. The main parameters are summarized in
Tab. 1. The practical implementation of the model follows
Tomassetti & Donato (2012), see also Maurin et al. (2001).

The energy spectra of H, He, CNO and Fe are shown in
Fig. 1 in comparison with the data. Results are shown for
THMb only (THMa and THMb predictions are indistinguish-
able for primary CRs). Our calculations (solid lines) are in
good agreement with the data within their uncertainties. At
low energies (" 10GeV/nucleon) the solar modulation is ap-
parent and it is described using a force-field modulation po-
tential φ ∼= 400MV (Gleeson & Axford 1968). Note, how-
ever, that our model may be inadequate in this energy region
due to the low-energy approximations. At higher energies,
our model reproduces well the observed changes in slope, in
agreement with the trends indicated by the data. It should be
noted, however, that the sharp spectral structures suggested
by the PAMELA data at ∼ 300GeV cannot be recovered. The
THM predictions are also compared with HM power-law ex-
trapolations (dashed line) to better illustrate the differences. It
can be seen that the spectral upturn is slightly less pronounced

ξ~0.1 

L~5 kpc

+ Relatively flexible, good fits      

- No microscopic understanding of parameter values

Some ideas on the causes
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lems in the CR acceleration/propagation physics.

2. CALCULATIONS
We use a simple model of CR diffusion and nuclear inter-

actions. The effects of energy changes and convection are
disregarded. The Galaxy is modeled to be a disk, with half-
thickness h, containing the interstellar gas (number density n)
and the CR sources. The disk is surrounded by a diffusive halo
of half-thicknessL and zero matter density. For simplicity we
give a one-dimensional description (infinite disk radius) in the
thin disk limit (h ≪ L) and we restrict to stable species. For
each CR nucleus, the transport equation reads

∂N

∂t
=

∂

∂z

(

K(z)
∂N

∂z

)

− 2hδ(z)ΓinelN + 2hδ(z)Q , (1)

where N(z) is its number density as function of the z-
coordinate, K(z) is the position-dependent diffusion coeffi-
cient, and Γinel = βcnσinel is the destruction rate in the ISM
at velocity βc and cross section σinel. The source term Q
can be split into a primary term Qpri, from SNRs, and a sec-
ondary production term Qsec =

∑

j Γ
spall
j Nj, from spallation

of heavier (j) nuclei with rate Γspall
j . The quantities N , K ,

Q, and Γinel depend on energy too. Since no energy changes
are considered, such a dependence is only implicit and can be
ignored for the moment. To solve Eq. 1 we assume steady-
state conditions (∂N/∂t = 0). We define α1(z) ≡ K ′/K ,
α2 ≡ −2hΓinel/K0, and α3 ≡ 2hQ/K0, where we have de-
noted K ′ = ∂K/∂z and K0 = K(z=0). In the halo (z ≶ 0)
the equation reads N ′′ + α1N ′ = 0, which is readily solved
as N±(z) = p± + u±λ̂(z), where the subscripts ∓ indicate
the solutions in the z ≶ 0 half-planes. The function λ̂(z) is
defined as

λ̂(z) =

∫ z

0
e−

∫
z
′

0
α1(z

′′)dz′′

dz′ . (2)

The boundary conditions, N(±L) = 0, provide the relation
u± = −p/Λ±, where Λ± ≡ λ̂(±L). From the continuity
condition in the disk, N−(0) ≡ N+(0), one obtains p+ =
p− ≡ p. Assuming that K(z) is an even function, one can
see that λ̂(z) must be odd. Thus we define λ(z) ≡ λ̂(|z|) and
Λ ≡ λ(L), so that u± = ∓p/Λ. To determine p, we integrate
the transport equation in a thin region across the disk

N ′
+(ϵ)−N ′

−(−ϵ)+

∫ +ϵ

−ϵ
α1N

′dz+α2N(0)+α3 = 0 . (3)

The limit ϵ → 0 gives p = α3/
(

2Λ−1 − α2

)

. After replacing
α1, α2, and α3 with the original quantities, the solution reads

N(z) =
Q

K0

hΛ + Γinel

[

1−
λ(z)

Λ

]

. (4)

The function λ(z) can be expressed as

λ(z) =

∫ |z|

0
e−

∫
z
′

0
K′/Kdzdz′ = K0

∫ |z|

0

dz

K(z)
. (5)

From this toy model, one can recover the homogeneous
diffusion model (HM) by settingK ′ ≡ 0, which gives λ = |z|
and Λ = L. Simple models of inhomogeneous diffusion
can be described by a diffusion coefficient of the type
K(z, E) ≡ f(z)K0(E). For example, Di Bernardo et al.

(2010) adopt f(z) = e|z|/zt . In this case one finds
λ = zt

(

1− e−|z|/zt
)

, where the limit zt ≫ L recovers
the HM, and the limit zt ≪ L gives Λ ≈ zt. The latter
case provides a more natural description of the latitudinal
CR density profile, as it is insensitive to the halo bound-
aries ±L. However, the model predictions in terms of CR
spectra at Earth remain equivalent to those of the HM after
a proper choice of Λ. This is a general property of Eq. 5:
as long as K(z, E) is separable in z and E, the function
λ is independent on energy and the spectra at z=0 are
equivalent to a mere rescaling of the model parameters.
We remark that the energy–space variable separation is
implicitly assumed in all CR propagation models. Physi-
cally, it describes a unique diffusion regime in the whole
halo, given by K0(E), while f(z) allows for spatial varia-
tions in its normalization. The quantity Λ can be regarded
as an effective halo height experienced by CRs at equilibrium.

We now put into practice our hypothesis on the latitudinal
variations of the CR diffusion properties, which implies that
K(z, E) is not separable as f(z)K0(E) everywhere. We fol-
low the arguments given in Erlykin & Wolfendale (2002), but
our aim is not to inspect the astrophysical plausibility of their
suggestions. Rather, we consider a phenomenological sce-
nario in order to illustrate the effect and its consequences for
the main CR observables. We adopt a simple two-halo model
(THM) consisting in two diffusive zones. The inner halo, rep-
resenting the region influenced by SNRs, is taken to surround
the disk for a typical size ξL of a few hundred pc (ξ ∼ 0.1).
The outer halo, representing a wider region where the turbu-
lence is driven by CRs, is defined by ξL < |z| < L. The
diffusion coefficient is taken of the type

K(z, ρ) =

{

k0βρδ for |z| < ξL (inner halo)
k0βρδ+∆ for |z| > ξL (outer halo) ,

(6)

where ρ = R/R0 and k0 specifies its normalization at the ref-
erence rigidity R0. We use the same k0 values on both halos,
as their relative normalization can be controlled by R0. For
R > R0, the diffusion coefficient of Eq. 6 produces a higher
CR confinement in the inner halo (with δ ∼ 1/3), whereas the
outer halo (with ∆ ∼ 0.5 – 1) represents a reservoir from
which CRs leak out rapidly and can re-enter the inner halo.
From Eq. 5, one can compute λ = λ(z, ρ) and Λ = Λ(ρ).
The latter reads

Λ(ρ) = L
[

ξ + (1− ξ)ρ−∆
]

. (7)

That is, the effective halo height is a rigidity-dependent quan-
tity that affects the model predictions at z = 0. This effect can
be better understood if one neglects the term Γinel and takes a
source term Qpri ∼ ρ−ν . From Eq. 4 and Eq. 7 one finds

N0 ≡ N(z = 0) ∼
L

k0

{

ξρ−ν−δ + (1 − ξ)ρ−ν−δ−∆
}

,

(8)
which describes the CR spectrum as a result of two compo-
nents. Its differential log-slope as a function of rigidity reads

γ(ρ) = −
d logN0

d log ρ
≈ ν + δ +

∆

1 + ξ
1−ξρ

∆
, (9)

which indicates a clear transition between two regimes. In
practice, the low-energy regime (γ ≈ ν + δ + ∆) is never
reached due to spallation (neglected in the above equations)
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FIG. 1.— CR spectra for H, He, CNO and Fe from our calculations and data as function of kinetic energy. The data are from PAMELA (Adriani et al. 2011),
ATIC-2 (Panov et al. 2009), CREAM (Ahn et al. 2010; Yoon et al. 2011), JACEE (Asakimori et al. 1998), and KASCADE (Antoni et al. 2005).

that becomes relevant and even dominant over escape (Γinel !
K0

hΛ ). In this case the log-slope is better approximated by γ ∼
ν + 1

2 (δ +∆) (Blasi & Amato 2012a). The hard high-energy
regime (γ ≈ ν + δ) is determined by the diffusion properties
of the inner halo only, because the outer halo is characterized
by a much fast particle leakage. In this limit one has Λ ≈ ξL.
The effect vanishes at all rigidities when passing to the HM
limit of ξ → 1 (one-halo) or ∆ → 0 (identical halos), where
one recovers the usual relation γ = ν + δ. Furthermore, from
Eq. 4, it can be seen that the intensity of the harder component
diminishes gradually with increasing |z|, i.e., the CR spectra
at high energies are steeper in the outer halo.

3. RESULTS AND DISCUSSIONS
We compute the THM spectra at Earth by

J(E) = βc
4πN0(E), from Eq. 4, at kinetic energies

above 10GeV. The SNR energy spectra are taken as
Qpri = Y β−1 (R/R0)

−ν e−R/Rmax , where Rmax rep-
resents the maximum acceleration rigidity attainable by
SNRs. The constants Y are determined from the data at
∼ 100GeV/nucleon. The indices ν are taken as Z-dependent
to account for the observed discrepancies among elements.
Malkov et al. (2012) and Ohira & Ioka (2011) gave strong
arguments for ascribing such discrepancies to SNRs. The
ISM surface density is taken as h × n ∼= 100 pc× 1 cm−3.
The two halos are defined by L ∼= 5 kpc and ξL ∼= 0.5 kpc,
but the physical parameters that enter the model are k0/L
and ξ, where both quantities are also degenerated with R0.
Concerning the diffusion parameters, we consider two case
studies: THMa (δ ∼= 1/3 and ∆ ∼= 0.55) which adopts a
Kolmogorov-type diffusion in the inner halo, and THMb

TABLE 1
MODEL PARAMETERS

parameters THMa THMb
ν (H; He; CNO; Fe) 2.29; 2.17; 2.17; 2.20 2.43; 2.31; 2.31; 2.34
R0; Rmax . . . . . . . . 2GV; 2.5·106 GV 2GV; 2.5·106 GV
k0/L . . . . . . . . . . . . . . 0.007 kpc/Myr 0.010 kpc/Myr
δ; ∆; ξ . . . . . . . . . . . . 1/3; 0.55; 0.1 1/6; 0.55; 0.1

(δ ∼= 1/6 and ∆ ∼= 0.55) to test the extreme case of a very
slow diffusivity. The main parameters are summarized in
Tab. 1. The practical implementation of the model follows
Tomassetti & Donato (2012), see also Maurin et al. (2001).

The energy spectra of H, He, CNO and Fe are shown in
Fig. 1 in comparison with the data. Results are shown for
THMb only (THMa and THMb predictions are indistinguish-
able for primary CRs). Our calculations (solid lines) are in
good agreement with the data within their uncertainties. At
low energies (" 10GeV/nucleon) the solar modulation is ap-
parent and it is described using a force-field modulation po-
tential φ ∼= 400MV (Gleeson & Axford 1968). Note, how-
ever, that our model may be inadequate in this energy region
due to the low-energy approximations. At higher energies,
our model reproduces well the observed changes in slope, in
agreement with the trends indicated by the data. It should be
noted, however, that the sharp spectral structures suggested
by the PAMELA data at ∼ 300GeV cannot be recovered. The
THM predictions are also compared with HM power-law ex-
trapolations (dashed line) to better illustrate the differences. It
can be seen that the spectral upturn is slightly less pronounced

ξ~0.1 

L~5 kpc

Non-linear coupling of CRs with K:

CR below the break diffuse on waves generated by CRs themselves, 
above the break onto external turbulence.

+ Relatively flexible, good fits      

- No microscopic understanding of parameter values

P .Blasi, E. Amato, PS,  
Phys. Rev. Lett. 109, 061101 (2012) 
[arXiv:1207.3706]

+ Quite constrained, yet acceptable fits      

- Hard to generalize to higher-K due to nonlinearities

(not mutually exclusive either!)

Some ideas on the causes



Link between source distribution & diffusion coefficient (inhomogeneity in K, also radial)

C. Evoli et al.,  “A common solution to the cosmic ray anisotropy and 
gradient problems,''  Phys. Rev. Lett.  108, 211102 (2012)  [1203.0570]

Even recently confirmed within “multi-zone” Tomassetti’s model 
in Y. Q. Guo and Q. Yuan, 1801.05904 (plots to the right)

within some approximations, can be reproduced in the non-
linear model (regular magnetic field dependence is required)
  S. Recchia, P. Blasi and G. Morlino, MNRAS 462, L88 (2016)[1604.07682]

Phenomenological fits show reconciliation of the theory with 
too shallow gradient in diffuse γ-emission seen by Fermi, & 
relatively low anisotropy of single diffusion models

Associated expectations



HAWC has detected (not-so-)extended TeV γ-emission around pulsars (PWN) 

C. Evoli, T. Linden and G. Morlino, “Self-generated cosmic-ray confinement in TeV halos: Implications for TeV  γ-ray emission and the 
positron excess,''  Phys. Rev. D 98, no. 6, 063017 (2018)  [1807.09263] 

S. Profumo et al.  ”Lessons from HAWC […]’' Phys. Rev. D 97, 
no. 12, 123008 (2018)   [1803.09731]

A. U. Abeysekara et al. [HAWC Collaboration],  Science 358, no. 6365, 911 (2017)  [1711.06223] 

This is most obviously interpreted as a diffusion around 
pulsars (PWN) much slower (i.e. inefficient) than the ISM 
average value

Inhomogeneous, time-dependent models being constructed 
(also linking these observations to CR e+), see e.g. 

Hints from HAWC



The observational improvements have shown the first cracks in the simplest models 
for cosmic ray production/propagation. 

κῦδος to our experimental colleagues for their successful efforts!

many ideas proposed for their cause but we face a double theoretical challenge: 

‣ to provide a more refined modeling (to account for new facts) AND

‣ to keep theoretical errors under control, or at least assess them the newly 
attained experimental precision becomes worthless

I focused on the case spectral breaks, which can be “naturally” explained if we:

• Drop K homogeneity (and possibly isotropy)

• Drop power-law behaviour in K

• Drop power-law behaviour in Q

• Drop homogeneity (and possibly stationarity, isotropy…) in Q

• …

Summary and conclusions



My opinion: finding a model that fits is not the hardest task, especially with many free 
parameters! Better criteria for judging how worth a model is e.g.:

‣ how likely it is, in a statistical sense? Does it require “anti-copernican” conditions?

‣ Does it predict (as opposed to postdict) any feature that we can test?

We provided a first estimate of the irreducible (“Galactic variance”) theoretical error due to 
space-time discreteness of the CR sources (exact location and times unknown!) 

• It is comparable or even larger than the AMS-02 statistical one!

• Alone, this effect cannot explain the breaks in p, He (p<0.1%)

We presented a first attempt to test if AMS-02 B/C data prefer a propagation origin for the 
breaks, finding intriguing hints in that sense. Numerous further hints are accumulating suggesting 

the need of a inhomogeneous diffusion coefficient.

More precision & CR species, extended E-range will help, but we also need theory & pheno progress: 
e.g. multimessenger perspective (since some fine details could be “accidental”, better to explain 

approximately all channels than precisely one!) & accounting for “non-local” observables (like CR 
anisotropies or diffuse 𝛾’s) can break model degeneracies and bring us closer to an understanding

Summary and conclusions


