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In-Memory Parallel Computing for Partial Wave
Analysis

The traditional partial wave analysis (PWA) algorithm is designed to process data serially which requires a
large amount of memory that may exceed the memory capacity of one single node to store runtime data.
It is quite necessary to parallelize this algorithm in a distributed data computing framework to improve its
performance. Within an existing production-level Hadoop cluster, we implement PWA algorithm on the basis
of Spark to process data storing on low-level storage system HDFS. But in this case, sharing data through
HDFS or internal data communication mechanism of Spark is extremely inefficient. In order to solve this
problem, this paper presents an in-memory parallel computing method for PWA algorithm. With this system,
we can easily sharing runtime data in parallel algorithms. We can ensure complete data locality to keep
compatibility with the traditional data input/output way and cache most repeated used data in memory to
improve the performance, owe to the data management mechanism of Alluxio.
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