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Why do we need tools for projecting computing resource needs?

* Provide input to external reviews
e Short-term estimates of needs (Typically CPU, disk, tape by computing tier)
* Long-term projections for Run 3 and HL-LHC

* Understand the implications of evolutions to computing models
* |dentify critical components that drive resource needs
 Demonstrate impact of physics choices and R&D activities



The idea behind models is quite simple
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This complexity comes from having a truly complex
environment and the need to model it in detail

e What workflows to run? Where? and when?

* Evolution of experiment workflows,
data tiers, analysis requirements, etc

* Evolution with instantaneous luminosity
e Evolution with integrated luminosity

* Impact of LHC reliability

* Expected analysis user behavior

* Evolving balance of commissioning needs
vs analysis needs

* Impact of site infrastructure needs
* Use of dynamic and heterogeneous resources

* Policies that ensure efficient resource usage
(e.g., data management policies)

— 2018
—— Run 3
—  HL-LHC




Current Approach

User input
(JSON, or

Python)

Everything is
dictionary driven..

Activity

Reco)

ActivityTypes
(eg, DIGI)

A'ttribt.Jtes

(eg, 400
HSO6@PU35)

Resource
(eg, AOD on
Tier-2)

Policies to

NEREE
(eg, DDM)

Visualization
(eg, plot of
monthly
AOD on disk)




How do we figure out the values
and dependencies of all of
these parameters?



Begin with current practices build up model of
computing activities over time

* Define production and analysis activities in terms of their:

e Resource needs (CPU, storage, network, etc)

* Input event rates (Dependent on delivered luminosity, LHC livetime, etc)
* Begin/end schedule (Eg, Need-by dates)
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Current application performance parameters are big factors

GEN . What physics are we studying?
Hard scattering What generator should be used?

Hadrc')niz'ation Which parameters should be modified?
Validation 10

CMS Geometry, Magnetic field,...

Pileup situation, Alignment-Calibration,

DIGI,L1,DIGI2RAW,HLT .
Trigger menu,...

time per event, au

RAW2DIGI,L1Reco,RECO,
VALIDATION,DQM

PAT, Your Analysis High level object creation, Your analysis code

* These are straightforward to estimate (well, except for analysis processing)
* Measure locally (Typically strongly dependent on pileup level)

* Factor in realities of running in production environments
(realistic CPU efficiencies, etc)

Reconstruction algorithmes,...

PU70 PU140 PU200
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Similar issues modeling needed data storage replicas

* Far more data produced than can be kept on disk.
* “Popularity” based system sets replication factors

RAW 1 kHz *1 MB Minimal Detector/trigger studies only

AOD 1 kHz * 0.4 MB Partial (yes, if used) Re-derivation of MiniAOD,
Some analysis

MiniAOD 1 kHz * 0.04 MB  Multiple (if used) Current the primary analysis tier

NanoAOD 1 kHz * 0.002 MB Multiple (if used) New analysis tier serving ~50%

Skims, Varies Yes, if used Detector studies, Analysis

Calibration samples

* Challenges projecting forward

* Forecasting “quality of service” vs resource needs. Judging impact of more/less
replication, impact of site metrics and variability

* Scale of MC needs. Scaling up with luminosity
* Further optimization of data tiers



How will we evolve into HL-LHC?



HL-LHC projections suggest that changes in the CMS

production and analysis models are needed

HL-LHC new working numbers

» CMS does not have newer officially blessed numbers

for HL-LHC

» Still, work has been ongoing also due to the DOE
request to US-CMS for long time planning

» Main changes wrt to older models (see for example

ECFA presentation by S.Campana) are

» Expectation of 10%/y code performance improvement
» Rely largely on MiniAOD(SIM) for operations; AOD(SIM)

an archival thing

Take home messages for 2027:
* 50 MHS06 CPU

+ SEB disk

+  3EB tape

*  Wrtto 2017, assuming a +20%/y by Moore and friends, the excesses

are -6x for CPU, ~4x for storage

THSOS * 5
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Last “official” numbers by CMS
on HL-LHC needs (Sept 2017,
LHCC) are

4-6x excess is ON TOP of the
technological improvement!

(in other words, if we decrease
the needs by 4-6x wrt these
figures we would be at flat
budget)

We have new (reduced)
estimates for Sept 2018 LHCC -
will be shown in one of the first
meetings

* We started a small group to look at how CMS uses its data today to
motivate, evaluate and justify changes to our data model for the future .



Application parameters are difficult to forecast

* |s past performance (improvement)
a good indictor of the future?
e Optimistically, yes, but....

* Much of the search for gains from
”low hanging fruit” has instead
become algorithm reengineering

* Modeling perspective:
* Make a projection
(e.g., 10%/yr improvement
in application run time)

e Remember that the error on it
enters exponentially!

RECO speedup for the same input PU = 30 of 2011

Speedup wrt "2011 RR"
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PR is prompt reconstruction

RR is (end-of-year) rereconstruction
LR is legacy reconstruction

releases ending in X are development




And then there are potential game changers

e Some of today’s topical examples:
Multicore and manycore architectures
2. Accelerators (on HPCs and otherwise)
Deep Learning techniques for HEP
Transformative analysis model changes.

1.

£
4.

* Difficult to "plan” for in resource projections

Eg, the CMS NanoAOD

Dual-Core Itanium 2 /

Intel CPU Trends

(sources: Intel, Wikipedia, K. Olukotun)

Control ALU

ALU

CcPU

m/'":_t
il

ALU

ALU

GPU

Nvidia Tesla P100 Streaming
Multiprocessor (SM) architecture

Deep Learning

Errors

RAW 1000

AOD
miniAOD 50
nanoAOD 1

CMS Data tiers in Run-2

Data tier Size (kB/ev)

400 [x8 reduction]

[x8 reduction]

[x50 reduction
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Its easy to make suggestions

lSUGGESTlONS \

“Looks like they finally cut out the middle man.”

Models backed up by reality are an excellent evaluation tool
for planning computing model evolution in the “right” way
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Motivations to support these

ideas as being realistic are more
difficult



Our approach — leverage available data sources monitoring
user and production jobs and data availability

Sources > Transport > (Processing) > Storage > Access

Flume
AMQ
> 100 producers
fume ~ 100k Messages/sec 3o ‘kibana
~ 3 TBs/day
] Flume
HTTP
Kafk (o
- Flume A - "_Iu"u: 0
oc 72 hours buffer hiaba Grafana
Flume [
———»
Logs
1 Fume Spark Flume d
— Enrichment / Aggregation e
Flume [ Marathon ][ Mesos ] [ Chronos ]
Alarms

v | Box

e e B R R s L
ax.set_ylabel('Working set size [PB]')
ax.set_xlabel( 'Date’)

In [6]: wstop = working_set_month.query('crab_job==True')
toptiers = [i for i in wstop.groupby('d _data tier_ id').working set_size.max().nlargest(12).index]
for i, tier in enumerate(toptiers):
fig, ax = plt.subplots(l, 1, figsize=(10,6))
plotit(working_set_month, tier, ax, "1 month window, dataset")
plotit(working_set_week, tier, ax, "1 week window, dataset")
plotit(working set_month_block, tier, ax, "1 month window, block")
plotit(working set_week_block, tier, ax, "1 week window, block")

AOD data tier, user jobs




How do analysts actually use CMS data
(modulo holes in our monitoring data...)

* Monitoring tells us

* How often data sets are read — On average very often
* Great, we have data that is interesting to our experiment

* How much CPU is consumed per event — Not very much

* This makes sense — most processing is done by central production. Only particle identification
and similar recipes remain for analysts to perform (typically)

* How this CPU has increased with PU — Not very much

* This make sense — the big combinatorical algorithms are running in the event reconstruction
not in analysis

 What data is used — Almost entirely the "new” but not “newest data” —
eg, 2016 data sample was the dominant sample used during 2017
* Lower luminosity or lower energy data less topical
* Current years data is still being understood by experts



This motivates the concept of an “working set” of CMS

* We define the “working set” as the
sum of all datasets needed by
analysts in a given time window (eg,
during 3 months)

2017 AOD data, Software V10.2

SingleElec

b-triggers SingleMu

* Needs to assess the CMS working set, p—N
its characteristics and its evolution
1. Attributes of datasets and files

(eg dataset size, data taking era, data
tier)

2. Subscriptions of dataset replicas to
CMS Tierl and Tier2 sites
(eg, historical start and end date)

3. Production and analysis file accesses (<l .~ e
(file opens, events read)

017 MiniAOD MC, Software V10.2
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Example results on evolution of analysis usage of 2016 MINIAOD

User jobs reading 2016 MINIAODSIM User jobs reading 2016 MINIAOD

0.7
T Unique blocks e
'
,,,—_f.—_—;_,‘,......,-——-"/ —— Accessed, 1 week window (max 0.4 PB) ,’/ ______
4 ’,=:::::r’ . —
0.6 _oz==%% ——— Accessed, 1 month window (max 0.4 PB) v
P . T ——— ]
.-—5” — Accessed, 3 month window (max 0.5 PB) ~ T Tt T T e 4
== ssed, 3 month window {(max 0.5 FB) | === ________- ) '
0.5 - === Ondisk (maxo.7p8  STTTmososooosses
_ —=== 0On disk or tape (max 0.7 PB)
g
o 0.4 1 ﬂ —_—v.u
N (7]
@ N
{‘-‘, 0w
0.3 g
v o
= =
<;‘5 %04
o
0.2 =
0.2 -
0.1
0.0 -
: v - : . 0.0 -
A0 Al o ok o o A0 Al T T T T T T
B I S O I N L G L R N A B\ o At R oF K o> R © K o \’%,@ K A
End of time window 10 720 20 20 20 N 20 20

End of time window

21



What do we learn? (so far)

* The sum total of the most popular data/MC in the most popular data tier for
CMS is less than 1 PB

* 30% - 50% of data/MC read each week

* The 3 month working set is twice the size of the one week working set
* Much of the data accessed this week will be accessed again soon

* Many open questions still to be solved. For example - can we predict the data
sets of next weeks working set?

e Some parts are easy: MC events for the large background samples done with the latest
generators and corresponding to the popular data taking period

e But can an automated algorithm do better? Needed to keep tape recall rates in balance



Conclusion

* Working towards a computing model backed up by understanding the
behavior of analysts and our production system

* Future projections will get better
* Modify parameters to reflect current behavior learned from monitoring

e Extendable models are important for capturing more complexity and including
observables beyond requirements on HS06 of CPU and PBs of storage.

e Capturing correlations is a must for understanding the entire system. Solutions
may solve one bottleneck by creating another

* We (will) have a good basis for evaluating concepts for the future
* Cost per service a good, if hard to quantify, metric.

* At minimum, better judge the effects of suggestions on demands/requirements of
evolving technology.



