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Putting together heterogeneous
resources for scientific
applications

USER Communities

DIRAC, the interware

* A layer between users and computing resources

* A software framework for building distributed computing infrastructures

* Arich set of Systems providing a complete solution for user communities
* Seamless integration of heterogeneous computing and storage resources
* Friendly user interfaces hiding the complexity of a distributed infrastructure

Resources Q
Workload Management System Y
* Base on the pilot jobs paradigm for efficient user job execution and low failure rate A .
* Efficient application of resource usage policies for large communities Quee
* Easy integration of heterogenous computing resources: RN
* mecanisms of plugins for integration and job tags for allocation CESERDETI, tcher

* grids operated with various middleware (CREAM, ARC, Globus)

* clouds, private and commercial, from different providers (VMDIRAC)

* HPC supercomputers and GPU nodes (through ssh, handles multicore jobs)
* ad-hoc computing clusters (ssh, HTCondor...)

* volunteer resources (BOINC)

* containers on worker nodes (Singularity)

Filot Job Filot Job

Data Management System
* Based on the abstraction of Storage Elements and File Catalogs

LFC Service * Allows to present physically distributed user data as a single logical file system
/@ * Implementation of abstract models available for most of the modern data
storage technologies and several file catalog services
| OFG Senvice |"— FlleGatalog StorageBase —'@ * The DIRAC File Catalog Is both a replica and user metadata catalog that

allows complex data models specific to user communities

Transformation
Service

=

Transformation (TS) and Production Systems

* Create complex workflows out of elementary data and workload
management operations

* A Transformation is a recipe (task) applied automatically to data
identified by a filter on their metadata

* Chaining transformations creates (meta) data driven workflows

CM * A Production Is defined as a coherent set of Transformations,
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\ monitored and managed through a common interface
7
= [ File Catal
St E] e C ms per page ge Path t ctainzp & \
Status: O Status  AgeniType Type me les paign |IN| = PROD4 < B [E [ ©|| ttems per page: | 100 |+ ge |1 12628 | b |
Active [] 1700 B A tomatic  MCSimy L_LaPal [ e « Da Mctada
Agent Type: P =1 [] 1790 Wl Actve Automatic  MCSimulation MC_BL_LaPal 0 site [M ' Paranal 2 = " - e
Universitat o me e e e W T e
x| 5w B e utomatic DataReprocess... acdc_astri —
de Barcelona Group: i () 1832 [l Actve  Automatic DataReprocess... astriacdc_prot.. 100000 I l:' mnir;:j_prmm'zjeg'uxem jzizzi:z i:jz: .
Xble B ve utomatic DataReprocess... astri_acdc_ga e ~profon zeshaeg semote o = =
A O W e oo i ) s s . ..t Standard user level and advanced programmatic interfaces
% 5w - |_| runl®0324_proton_za2Odeg_azmide... 2018-10-16 03 17186...
O B A omatic oces 10000 — . . o o o
N e T e * Extensive command line tools: e.g. dirac-wms-job-submit, ...
) :E: - : - 1:::: D::R:p[::&.: ::l__:r:mcp__ij:;. i |E| runl00326_proton_za20deg_azmOde... 2018-10-1603... 16301... runMum... . P th AP I . d " b .t " b
[ 1884 I Active Automatic DataReprocess... prova?_fdp_chi.. 2 -] Job Monitor . - B o men asien nrme s M;M A”:_:Mimn X y O n L] e L] g L] IraCl SU mI 00 )’
] v |:| 1885 B Actve Automatic DataReprocess... prova3_fdp chi.. 2 Selectors «||¥ E:'EJ a 53| Auto Refresh: Disabled - Selected Statisti - Stat Eri Mar ( - - -
e e R e I - iion aim. Ehainl * REST interface for an essential subset of services
ProductioniD(s) U (R omatic n Prods_ Status % M Done W Failed
| 0o P P | — m o = * Web portal providing views and interaction with the main systems
7] Accounti o Minar Stal . ailed 231 _ . )
T pen * User experience based on a paradigm of a single large scale computer:
Category: Owner- " "
e * Logical Computing and Storage elements (Hardware)
Running jobs Owne P . .
NN ! |/ * Global logical name space for data (File System)
—TmeSpan— @81 =  ss B AL 1} (cocoo1806
Las: Mo:ti s, A.I_N'\,__‘ : . Lv\ : . ¥p
R T e s v 235 o008
Final Major Stat ~ e I W ; p
©New &, 0o EJ & &, Aoy © > &
O ] Transforma = onitor 5] Accounting ] Fi log iew egeon@ od

)L

Community based open source development on github/DIRACGrid LHC b BESII @Lﬁ (d@w :

* Plugin mecanism, software modularity, new features upon user requests m

* Software managed by the DIRAC consortium of users and developers i

* Adopted by multiple collaborations in High Energy Physics, Astrophysics seee Temn NA62 Q T2\ @ Hﬁﬂﬂ,ﬁ:mw
and other scientific domains for an ever increasing number of use cases h

CPU days used by UserGroup XX E:=. a = FIREANCE
52 Weeks from Week 08 of 2018 to Week 09 of 2019 eel '=.. - et o ot
ERMANCE
- Multi-community DIRAC services available
N%?i?rlmf/lv% <t * Supported by grid infrastructure projects: France-Grilles, GridPP, EGI, JINR ..
oL * |deal for small user communities to benefit from the advantages of the DIRAC interware
B * Example of the France-Grilles DIRAC service, hosted at CC-IN2P3;
P, B * First multi-community installation put in production in 2012

* resources through ARC, CREAM, HTCondor and ssh access to farms with GPUs
* distributed team of administrators from several universities and CNRS labs

* multiple active communities: biomed, complex-systems, vo.france-grilles.fr, ...

* > 25M jobs executed in 2018 at 90 different sites
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