Using DODAS as deployment

manager for smart caching of
CMS data management system

Tracolli Mirco on behalf of CMS collaboration and DODAS team

ACAT 2019 - Saas Fee, Switzerland



N CMS.

Outline

e Introduction to CMS data cache in the context of future WLCG Data Lake
e Intelligent data-cache operations
o Machine Learning based strategy
e DODAS as enabling technology for Machine Learning as a Service
o Architecture and key features
e Proof-of-Concept workflow
o From raw data reduction and ML model training to inference
o Integration with the cache middleware

e (Conclusions
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N Data cache at CMS

e The current CMS Data Management model has a meshed hierarchical

centrally managed storages at computing sites (Tier)

e WLCG towards a data-lake model:
o Fewer world-wide centers with custodial data
o heterogeneous set of resources accessing
custodial data remotely

e A key element of future data lake will be
the data cache layer that aims to:
o make remote access to data more efficient
o mitigate the amount of request to custodial data

EEEEEEEEEEEEEEE

Tracolli Mirco ACAT 2019 - Saas Fee




N |

Smart cache management: why

A smart cache layer management will improve the computing model with:

e Enhanced CPU efficiency
o Thanks to I/0 latency reduction of remote access

e Reduced required disk space
o Smart data pre-placement on cache
o Optimized data eviction
o Use of diskless resources (Cloud and HPC)

e Lowered operational costs:
o Leveraging real time routing and caching decision

Foresee the possibility to dynamically deploy cache systems on opportunistic sites.
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Our strategy to enable smart caching

e Training with Machine Learning techniques
Over historical data (~40Gb) about usage of CMS computing resources

©)

©)

Using specific information such as data popularity

e Collecting real-time information to Improve training:

©)

Network status, Network topology, Workflow type...

e Achieve a solution that:

©)

©)

©)

This presentation will focus on the workflow environment implementation.

Enables autonomous management of cache content

Manages real-time Quality of Service (dynamic routing, SSD over HHD etc.)

Selects the best route for the data
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. Workflow overview 2 (NN

The environment is composed by independent modules:

* Model / Agent

i S S .
e Pre-processing ‘
® Training Pre-processing  Training Inferencing i
e Inferencing (end-user service)
! A

' Features 1= |

Each module provides a specific service for the ML toolchain. The aimis on a
highly generic implementation of these building blocks. DODAS (see /ater) allows
this achievement creating a platform for this model:

e On “any” cloud provider with a minimal effort
e Enabling self-healing and scale-up capabilities \
+
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N DODAS as enabling technology — (v
Dynamic On Demand Analysis Service is an @ EOSC-hub

Open source project for creating analysis
container based clusters on-demand on any cloud infrastructure (details on next
slide) with almost zero effort:

e just a simple configuration file with an end-to-end deployment in ~15 min.

DODAS provides container-based solutions to instantiate:
e Clusters for Big Data tasks:
o Hadoop cluster
o Spark cluster
o Generic ML frameworks (Including both Training and inference)

e HTCondor batch system as a service ‘\
Q
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DODAS - Architecture @ eoscrus 1 (e

Data analysts l

DODAS will be used to
implement a smart cache
decision service because it
allows to compose

Model

Service

| s .
\Container Container || Container ‘}%f automatlca"y the blocks Of
L Framework Il oo the toolchain.
Resource Manager } |
N

Cloud I'nf'ra/structure”

B Openstack o gl J
S e

Google cloud -

/A Microsoft Azure o [ ]LF I][Blgm] ]

etc...

Auth
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Data flow and Pre-processing 1 (N

e The CMS available logs are the % DODAS
key to the success of the model - Il \
development : ata manager NN cre taoeasea LA o)
Log > : Data ready for ML

e A Primary data source is historical
data of infrastructure utilization:
o Datalogs are in JSON

format, stored in a Hadoop S OSPQI' K

file system and serialized

......

Temporary
Database

USing Avro' Computing Environment
e The Secondary data source are real-time e The Data Manager can be used by end-users
information to pre-fetch data into DODAS environment or
o Info of hardware, clusters, network and to get a stream of data in real-time.

the cache system (content and status)

o  Streaming information feed \
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Pre-processing step

Spark is a part of DODAS deployment
and end-users have access to it when

DODAS is up and running
o Technicalities are transparently
handled by DODAS

The service is
completely

transparent to the

user, Mesos will
manage the
Spark’s job.

A A

Stages  Storage

sﬁa’r 233 il

obs (7

pal
User: root
Total Uptime: 1.4
Scheduling Mode: FIF
Active Jobs: 1

» Event Timeline
Active Jobs (1)

Joblid ~ Description

0 reduce at <ipython-input-8-895128a6027b>:22
reduce at <ipython-input-9-895128a6027b>:22

Offers Maintenance

>
s MESOS  Frameworks Agents Roles
9a56cdb4-0b3c-4082-84a1-5/d325b11610-0005

Name: Pre-Processing
Web UI: http://vnode-4.localdomain:4040
User: root

Principal:

Re-reglmre-ci; S
Active tasks: 8

Tasks
Staging
Starting
Running

Unreachable

—=

o W N oW

Active Tasks
DvY Name

Pre-Processing 7

Pre-Processing 6

Pre-Processing 5

7

6

5

4 Pre-Processing 4
3 Pre-Processing 3
2 Pre-Processing 2
1 Pre-Processing 1
0

Pre-Processing 0

Environment

Role

Executors

Submitted

2019/02/27 10:56:43
(ki)

State
STARTING
STAGING
STARTING
STAGING
STAGING
RUNNING
RUNNING
RUNNING

Duration

55s

Health

Stages: Succeeded/Total

o1

Started

-«

Pre-Processing application Ul

Tasks (for all stages): Succeeded/Total

I 28(6running)
IndigoCluster
Find...

Host

172.30.99.232 Sandbox
172.30.99.230 Sandbox
172.30.99.233 Sandbox
172.30.99.230 Sandbox
172.30.99.233 Sandbox
172.30.99.230 Sandbox
172.30.99.232 Sandbox
172.30.99.233 Sandbox
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Training models over

e Reduced data are automatically available for
training ML models

e The developed environment is ready with the
most used ML frameworks:
o Jupyter, Keras and TensorFlow

reduced data |~ <

G +» ® % ®B O

7 test keras.ipynb

B+ XMDMO » = C Code it o

Train on 60000 samples, validate on 10000 samples

Epoch 1/5

60000/60000 [=====: =======] - 242s 4ms/step - loss: 0.2672 - acc: 0.9174 - val_loss: 0.0566 — val_acc: 0.9828

Epoch 2/5

60000/60000 [= ==] - 234s 4ms/step - loss: 0.0872 - acc: 0.9739 - val_loss: 0.0419 - val_acc: 0.9860

Epoch 3/5

60000/60000 [= ==] - 236s 4ms/step - loss: 0.0662 - acc: 0.9801 - val_loss: 0.0348 - val_acc: 0.9885

Epoch 4/5

60000/60000 [= 234s 4ms/step - loss: ©.0547 - acc: 0.9834 - val_loss: 0.0370 - val_acc: 0.9876
mm===—==m—omoooo] - 2315 4ms/step - loss: 0.0469 - acc: 0.9863 - val_loss: 0.0284 - val_acc: 0.9902

o Highly customizable: e.g. Intel BigDL
framework has been added to use

alongside Spark for the training phase.

The output of this phase is a model to use in the
inference step.

[21: plt.plo ry.
.plo ory.
.title('model accurac

> plt.ylabel(‘accuracy*)

7844005844674

plt.xlabel( epoch')

plt.legend(['train’,
show()

plt.

00 o5 10 15 20 25 30 35 40
epoch

‘test'], loc='upper left')

Trained model is
automatically loaded L)

ML technique

. i : Data ready for ML
into the inference service. |

Training

Inference
Service
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CMS
Performing Inference 2 R

| 1
A ]

The inference service is implemented using the CMS TFaa$S, embedded in DODAS. It is a
Software as a Service based on TensorFlow framework for Machine Learning and exposes
an API through the HTTP protocol:

DODAS
e /models: to view existing models on .0:‘ r \ \\ \
TFaaS server | 7Y
e /json: to serve TF model predictions
in JSON data-format — > AP Traas @
e /upload: to push a model to TFaaS =
server Data L A 4
e /delete: to delete your model N /
Inference Service J

DOI: Valentin Kuznetsov. (2018, July 9). vkuznet/TFaasS: First public version (Version v01.00.06). Zenodo.
http://doi.org/10.5281/zenodo.1308049
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CMS
. Inferencing with TFaaS <R

Call the model: curl -X POST http://tfaas/json -d @data.json -H "Accept: application/json"
-H "Content-Type: application/json"
Result:

{"labels":[{"label":"a", "probability":1}, {"label":"b", "probability":2.815438e-8}, {"label":"c", "probab
ility":4.65911e-18}]}

€ MARATHON  Applications

Create Group Create Application

Home Download Mog 5
Running

Suspended S feoyterprey
SUPPORTED MODELS COMPA
TFaa$ built around TensorFlow libraries and therefore It is possiblg
A spark-bastion

. will support any TF model you'll upload to it. The Please folloy
AS model should be uploaded in ProtoBuffer (.pb) data- :I\ Downlo:
A siic format along with model parameters. Save yo J  spark-proxy
plenty of ex T
SERVICE Convert spark-shuffle-service

spark-tunnel

Existing models
tfaas

* name: MyModel

» model: model.pb, graph view

o labels: labels.txt

« description:

 timestamp: 2019-02-27 20:37:39048197028 +0100 CET m=+16963.822615362

Tracolli Mirco ACA | 2019 - Saas Fee



Integration with Data Cache

e The planis to extend the XRootD cache (XCache) with a specific
which queries against the developed Al Service

o The TFaaS endpoint

P N DODAS
v out ut |- .’
£ . .‘ - -~
N [ Pl |
¢ ————————— -- Data "~ Model \
Response |
Inference
H — Service !
[ — T
Training

Client

5

Cache Engine

Smart Cache
Plugin

Cache

Input

A

|

----
,4I;
[———> Pre-processing

N
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L\ O . CMS,
. Conclusion = <R

e A proof-of-concept implementation to enable smart data cache at CMS has
been shown
o The first tests of full workflow are promising
m Research and develop a model for the proposed problem
e Study the performances
e Benchmark the model also through simulation
e Usage of DODAS as technology to Abstract underlying infrastructure,
scalability, automation and self-healing
e The DODAS based smart decision service is completely generic
o Customizable and thus reusable for similar use cases
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End of presentation
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“Cloud is about how you do computing, not where you do computing.”

Paul Maritz, CEO of VMware
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Backup
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DODAS - Overview
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