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Why am I here talking about this?



Run 4 Is Coming
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You are here
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milliQan

Maximal Exploitation of the LHC Means:

The HL-LHC is a 
precision machine!

Smaller or same number of people but more data!

Size of a typical 
analysis moves from 
100’s of GB to 10’s to 

100’s of TB
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Physics Our Tools

-or-
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“You can have data without information 
but not information without data”

- A. Lincoln
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“You can have data without physics
but not physics without data”

“Wave of data”



Physicist 1: Beam arrives 
tomorrow at 8 am!

Physicist 2: We’d better get 
started on the (DAQ) 

software!
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A Large LHC Experiment

Ideas

Small number 
of people Large number 

of people

Time Tested Experimental 
Software
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LArSoft

Darkside-50, Mu2e, No𝜈a, etc.

DUNE, ICARUS, MicroBooNE, etc.
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c.f. Data analysis tools from within HEP and from industry
(J. Pivarski)

We’ve been working on tools for 50+ years
Web companies for about 10-15 years

There is a whole new world outside of HEP now

There are things missing in industry!

And us as well: Training

• c.f. Axel’s talk on C++ 20
• New ML tools
• Vector and Array based processing

https://indico.cern.ch/event/587955/contributions/3012337/
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How can we tackle all these issues?

• Increased LHC dataset sizes and CPU requirements
• Flat budgets & stable or decreasing staffing
• New software tools and communities inside and outside HEP
• High turn-over inside HEP
• Educational Responsibility

Tackle them as a community!
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The Community White Paper Process

(2016-2017)

Involved A Diverse
• Computing Management from the 

Experiments and Labs
• Individuals interested in the problems
• Members of other compute intensive scientific 

endeavors
• Members of Industry

Individual Papers on the arXiv:
Careers & Training, Conditions Data, DOMA, Data Analysis & 
Interpretation, Data and Software Preservation, Detector Simulation, 
Event/Data Processing Frameworks, Facilities and Distributed 
Computing, Machine Learning, Physics Generators, Security, 
Software Development, Deployment, Validation, Software Trigger 
and Event Reconstruction, Visualization

Community White Paper & the Strategic Plan

https://hepsoftwarefoundation.org/organization/cwp.html
https://arxiv.org/abs/1712.06982
https://arxiv.org/abs/1712.06592
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https://arxiv.org/abs/1811.10309
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Physics
Detector Development

Analysis

Monitoring
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This is a lot of ideas!

(many of them from people in attendance today)
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Conferences as Communities
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Groups

Individuals

Experiments

Labs

HEP Software 
Foundation
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Link to the Community White Paper

Working Groups will be added to the activities listing of the HSF, can add material 

to the website and can have a dedicated mailing list and Indico category.

•Quantum Computing

•Reconstruction and Software 

Triggers

•Software/Developer Tools

•Training

•Visualization

•Data Analysis

•Detector Simulation

•Frameworks

•Physics Generators

•Packaging

•PyHEP - Python in 

HEP

https://hepsoftwarefoundation.org/
https://hepsoftwarefoundation.org/workinggroups/quantumcomputing.html
https://hepsoftwarefoundation.org/workinggroups/recotrigger.html
https://hepsoftwarefoundation.org/workinggroups/softwaredevelopertools.html
https://hepsoftwarefoundation.org/workinggroups/training.html
https://hepsoftwarefoundation.org/workinggroups/visualization.html
https://hepsoftwarefoundation.org/workinggroups/dataanalysis.html
https://hepsoftwarefoundation.org/workinggroups/detsim.html
https://hepsoftwarefoundation.org/workinggroups/frameworks.html
https://hepsoftwarefoundation.org/workinggroups/generators.html
https://hepsoftwarefoundation.org/workinggroups/packaging.html
https://hepsoftwarefoundation.org/workinggroups/pyhep.html


G. Watts (UW/Seattle) 24

One more bit missing…
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Some funding agencies have 
stepped up to address the call.

Hardware

CERN: 950M CHF for 2015-2026

Other countries have 
individual contributions as 

well!
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Groups

Individuals

Experiments

Labs
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Funded by the 
National Science 
Foundation on 

September 1, 2018.
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“IRIS-HEP aims to develop the state-of-the-art software 

cyberinfrastructure required for the challenges of data 

intensive scientific research at the High Luminosity Large 

Hadron Collider (HL-LHC) at CERN, and other planned 
HEP experiments of the 2020’s.”
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Analysis Systems
Lead by Kyle Cranmer (NYU)
Preservation, diversification, declarative analysis

Data Management (DOMA)
Lead by Brian Bockelman (Wisconsin/Morgridge)
Distributed Infrastructure & Storage

Innovative Algorithms
Lead by Heather Gray (LBNL, Berkeley), David Lange (Princeton)
Trigger, Offline, Analysis Algorithms

https://iris-hep.org

https://iris-hep.org/
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There are IRIS-HEP related talks here at ACAT already:

Parallelized Kalman-Filter-Based Reconstruction of 

Particle Tracks on Many-Core Architectures with the 

CMS Detector

Constraining effective field theories with machine 

learning

Nested data structures in array and SIMD frameworks

Aligning the MATHUSLA test stand detector: Using 

TensorFlow

A hybrid deep learning approach to vertexing

hls4ml: deploying deep learning on FPGAs for trigger 

and data acquisition

https://indico.cern.ch/event/708041/contributions/3269689/


G. Watts (UW/Seattle) 32

• General software development skills (carpentry!)
• Data analysis software skills
• Surveys of availible tools
• More advanced tool development skills

Done right should benefit the 
field and the individuals

https://indico.cern.ch/event/708041/contributions/3276343/attachments/1809733/2955126/Naumann-C1720.pdf


Topical and HSF Meeting
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Expose HEP to new software techniques

Aimed at physicists and HEP computing 
folks that want to learn a bit more about 
what is out there

Vidyo only – and recorded and eventually 
posted to YouTube.

Subscribe to our announcements list to 
get notified of up coming lectures (or 
subscribe your calendar to the meeting 
iCal feed)

Please let people at your institution know if you think 
they might be interested!

https://www.youtube.com/channel/UC8Dmx4MYjp6RQ9ngc58Ujmg?view_as=subscriber
https://groups.google.com/a/iris-hep.org/forum/#!forum/announcements
https://indico.cern.ch/category/10570/


Conclusions

• HEP software is facing a crisis
• Data, CPU, staffing

• Develop further projects that can 
be used by multiple experiments

• Data Management, Analysis Tools, 
Algorithms, Techniques

• Healthy competition will always exist 
between the experiments.

• HEP Software Foundation

• IRIS-HEP
• Tackling 3 large areas from the CWP

• Innovative Algorithms, Analysis 
Systems, and DOMA

• Training

• OSG

• Its success will be judged by its ability 
to build tools and algorithms that can 
be used by the community

• Collaboration between all these 
structures is key to the success of 
our community
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