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EIO	features		

(reminder)	



EIO	Can	perform	efficiently	all	tasks	it	is	designed	for	
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•  Event-picking	in	a	fraction	of	a	second		

•  Find	duplication	within	each	dataset		

•  Compute	dataset	overlaps		

•  Compute	number	of	unique	files	per	dataset		

•  Compute	stats	per	lumiblock		

•  Cross-checks	with	AMI		

•  Associate	AMI	container	to	datasets	

•  Overwrite	datasets	in	case	of	necessity			

•  Fast	and	efficient	removal	of	datasets	content	(new)	



EIO	DB	setup	deals	well	with	the	large	amount	of	entries		
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•  As	of	1st	June	2018,		the	whole	EIO	catalog	hosts	138	billion	event	records	in	
61371	datasets.	Space	usage:	2.8TB	table	segments,	2.5TB	index	segments.		

•  From	1st	Jan	until	1st	June	2018:	stored	13.4B	event	records	within	4218	
datasets.	

	



EIO	handling	of	special	cases	
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•  Overwrite	dataset	content	(automatic):	
1st	Jan	-	1st	June	2018:		1173	overwritten	datasets	having	2.3B	event	records.	

•  Introduced	improvement	in	the	data	loading	PLSQL	procedure	to	recover	automatically	
from	deadlock	situations.	Could	happen	when	the	data	loading	procedure	and	the	one	
responsible	to	overwrite	existing	EI	datasets	get	into	race	condition	on	table’s	DDL	action.	

	



EIO	handling	of	special	cases	(cont.)	
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•  Delete	dataset	content	(on	request):	
1st	Jan	-	1st	June	2018:		deleted	24	datasets	having	81.4M	event	records.	

	

•  Fast	and	efficient	operation	via	dedicated	PLSQL	procedure:	about	20	seconds	
execution	time	for	24	datasets.		
Important:	leaves	trace	information	by	storing	aside	datasets	definition.	



Removal	of	EIO	datasets		

EI	workshop	Milano,	June	2018		 7	

•  Recent	use	cases	prompting	selective	removal	of	datasets	(as	examples).	
Why	?	Leaving	them	in	the	system	had	no	benefit	(and	created	some	confusion)	
•  March	2018:	3	Datasets	with	invalid	Stream	Names	
•  April	2018:	21	Datasets	with	wrong	Project	Name	for	the	Run	number	
(they	all	had	been	TRASHED	in	AMI	and	deleted	from	DDM)	à	EIO	Rank	=	97		

• We	decided	when	we	remove	datasets	(as	above,	or	because	they	are	‘replaced’):	
•  We	remove	its	events,	duplicated	events,	overlaps,	counts	by	LB,	etc.	
•  We	keep	dataset-level	information	(at	the	time	of	removal)	separately	
•  These		are	visible	via	the	EIO	Dataset	Browser	(next	slide)	

•  Future	Removal	of	datasets	?	No	pressing	need	at	the	moment	…	
•  Candidates	?	Such	as	TRASHED	or	not	found	in	AMI	(have	EIO	Rank	>=	94)	
•  But	we	want	to	avoid	removal	of	special	(DAOD)	or	unique	(AOD)	datasets	

	



Selecting	Removed	Datasets:	
EventIndexOracle	Dataset	Browser	
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Open	“Choose	EIO	Catalog”	section	
In	pull-down	menu,	choose:		
HIST_EI_REALEVENT_DATASETS,	
Click	on	“refresh	MENU”	button	
	
The	Browser	will	then	switch	to	
show	the	datasets	which	have	been	
removed	(next	slide).	



Removed	Datasets:	EventIndexOracle		
Dataset	Browser	
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•  You	are	now	‘browsing’	the	datasets	in	
HIST_EI_REALEVENT_DATASETS	
Count	of	Datasets	and	Events	–	as	shown	

•  The	menu	gives	an	overview	of	removed	
datasets:	
•  All	are	data15,	data16,	data17	

•  dataset	and	run	counts	per	project	name	
•  Similarly,	dataset	count	by	Stream	Name	

•  The	“Service	Options”	are	limited	to		
•  Refresh	MENU	
•  Start	again	(clear	the	form)	
•  Dataset	Report	

•  The	Dataset	Report	will	show		
(for	datasets	matching	your	input	criteria)	
•  The	saved	dataset-level	metadata	
•  Timestamp	and	reason	for	deletion	



EIO	Event	Lookup:	Improved	multiple	project	warning	
•  A	few	cases	recently	where	EventPicking	failed	
because	users	input	run/event	lists	with	runs	in	
more	than	one	project	
•  Panda	doesn’t	like	that	–	should	warn	users	!	
•  Here	are	the	run/events	from	a	recent	case	
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Summary	

•  EventIndex	Oracle	is	performing	well:	for	the	developers	and	the	users	
•  For	the	developers:	
•  Efficient	automated	processes	manage	the	data	content	with	minimal	maintenance	
•  New:	dataset	removal	procedure	is	available	

•  The	decision	of	what	to	remove	remains	with	experts	
•  New:	interfaces	enabled	to	show	the	datasets	which	have	been	removed	and	why	

•  For	the	users:	
•  Many	event-wise	services	(as	mentioned	previously)	are	available	with	

•  Quick	response	time			
•  Helpful	messages	and	warnings	

•  New:	improved	warnings	in	EventLookup	about	requests	for	events	in	multiple	projects.	

•  For	all:		
•  The	system	is	well	provisioned	to	handle	more	data.	
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	 	 	 	 	THANK	YOU!		


