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Objectives

•   Summarise and compare state-of-the-art Monte Carlo predictions 
for multiboson production:  VV,  VVV,  VBF-V,  VBS  
(7 representative signatures)

•   Compare against nominal Monte Carlo samples in ATLAS / CMS.
•   Compare fixed-order (NNLO QCD and NLO EW) predictions 

with NLOPS predictions.
•   Compare different NLOPS matching/merging schemes. However, 

not a tuned technical comparison, i.e. individual scale setting.
•   Compare shower Monte Carlo programs with pT / jet-veto 

resummation.
•   Based on available Rivet routines. However not limited to published 

results.

➡ Prepare LHC EW WG Yellow Report



 
Details: Twiki-page

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/MonteCarloComparison

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/MonteCarloComparison


 
VV

Desired accuracy: 
1) fixed order:  NNLO QCD + NLO EW  

                   
 
 

2) NLOPS (0,1j merged) at particle-level 
 
 

3) NLOPS for loop-induced gg (ZZ,WW) 

MG5_aMC@NLO 
POWHEG-BOX+MiNLO 
Sherpa 
HW7 
….

MATRIX

MG5_aMC@NLO 
Sherpa+Recola/OpenLoops  
… 

POWHEG BOX+ggvvamp  
….

All sqrt(S)=13 TeV -> not necessarily compared against data
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Figure 7: The measured (points with error bars) and predicted di↵erential cross sections as a function of E�T for the
pp ! `+`�� process in the inclusive Njets � 0 (left) and exclusive Njets = 0 (right) extended fiducial regions. The
error bars on the data points show the statistical and systematic uncertainties added in quadrature. The MCFM and
NNLO predictions are shown with shaded bands that indicate the theoretical uncertainties described in Section 7.1.
The Sherpa predictions are shown with shaded bands indicating the statistical uncertainties from the size of the MC
samples. The lower plots show the ratios of the predictions to data (shaded bands). The error bars on the points
show the relative uncertainties of the data measurements themselves. The bin size varies from 5 GeV to 800 GeV.

quarks) and radiative Z-boson decay in the case of charged-lepton final states, and from fragmentation of
final-state quarks and gluons into photons, leading to the production channels pp ! `+`��(�) + X and
pp! ⌫⌫̄�(�) + X. In the Sherpa and MCFM generators, contributions from quark/gluon fragmentation
into isolated photons are also included. The CT10 PDF set [18] is used for the Sherpa and MCFM
generation, and the MMHT2014 PDF set [59] is used for the NNLO predictions. The renormalization
and factorization scales are set equal to mZ� (mZ��) for the MCFM NLO generation of Z� (Z��) events

and to
q

m2
Z + (E�T)2 for the NNLO Z� predictions. The other electroweak parameters used are the default

values [60] from the authors of the generators.

The events generated with Sherpa as described in Section 3.1 are also compared to the measurements
at particle level. For the NLO and NNLO parton-level predictions, parton-to-particle correction factors
C⇤(parton ! particle) must be applied in order to obtain the particle level cross sections. These cor-
rection factors are computed as the ratios of the pp ! Z�(�) cross sections predicted by Sherpa with
hadronization and the underlying event disabled to the cross sections with them enabled. The sys-
tematic uncertainties in the correction factors are evaluated by using an alternative parton-showering
method [61] within Sherpa, and are found to be negligible compared to the statistical uncertainties. The
particle level cross sections are obtained by dividing the NLO and NNLO parton-level predictions by the
C⇤(parton ! particle) correction factors summarized in Table 9. The corrections are a few percent for
the inclusive cross sections and reach about 10% for some exclusive channels. The correction factors in
Table 9 apply to the predictions made for the Z� and Z�� cross sections in the extended fiducial region
described in Table 5.
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ATLAS_2016_I1448301
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Figure 9: The measured (points with error bars) and predicted di↵erential cross sections as a function of m`+`�� for
the pp! `+`�� process in the inclusive Njets � 0 (left) and exclusive Njets = 0 (right) extended fiducial regions. The
error bars on the data points show the statistical and systematic uncertainties added in quadrature. The MCFM and
NNLO predictions are shown with shaded bands that indicate the theoretical uncertainties described in Section 7.1.
The Sherpa predictions are shown with shaded bands indicating the statistical uncertainties from the size of the MC
samples. The lower plots show the ratios of the predictions to data (shaded bands). The error bars on the points
show the relative uncertainties of the data measurements themselves. The bin size varies from 10 GeV to 1360 GeV.

7.2 Extended fiducial cross sections compared to SM predictions

The measured extended fiducial cross sections for pp ! `+`��+X and pp ! ⌫⌫̄� + X production are
compared to SM predictions in Table 8. The estimates of the cross section at NLO and NNLO and
their systematic uncertainties are obtained as described above. Predictions are made for both inclusive
production (no restriction on the system recoil X) and exclusive production of events having no central (|⌘|
< 4.5) jet with pT > 30 GeV. There is generally good agreement between the cross-section measurements
for these Z� channels and the SM predictions; the NNLO calculation of the inclusive cross section for the
Z(`+`�)� channel gives better agreement with the measurement than the NLO calculation.

Requiring two photons with ET > 15 GeV results in a `+`��� cross section a factor of approximately
400 times smaller than `+`�� production. The measurements for both the `+`��� and ⌫⌫̄�� channels are
compared to the NLO MCFM predictions in Table 8. The measurements in these channels are statistically
limited, but the data are consistent with the predicted SM cross sections. The measured cross sections
and the MCFM predictions are compatible within 1.7 (0.9) standard deviations in the inclusive (exclusive)
`+`��� channel, and within 1.2 standard deviations in the ⌫⌫̄�� channel.

7.3 Di↵erential cross sections compared to SM predictions

The background-subtracted, unfolded di↵erential cross sections for the E�T spectra from pp! `+`��+ X
and pp ! ⌫⌫̄� + X production are compared to SM expectations in Figures 7 and 8. For inclusive
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Observables: ETγ, m(llγ) + mll, pTll, dR(ll,γ)  

(with and without jet veto)



 
ZZ: line-shape & pT(ZZ)

ATLAS_2015_I1394865,  MC_ZZINC, CMS_2012_I1298807

Observables: m4l, pTZZ, pTZ1, pTZ1, pTZ1, dPhi(Z1,Z2), dPhi(l+,l-),…
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Figure 6: Invariant-mass distribution of the four-lepton system (upper panels), corresponding
EW corrections (2nd panels from above), γγ and qγ contributions (third panels from above)
for the unequal-flavour [2µ2e] and the equal-flavour [4µ] final states in the inclusive setup. The
panels at the bottom show the ratio of the [2µ2e] and [4µ] final states.

single Z resonance, we observe that the relative EW corrections of the mixed-flavour final
state and the equal-flavour final state are equal over the whole invariant-mass spectrum. This
confirms at the level of differential distributions that the interference effect is mainly a LO
effect, in accordance with what we have already seen for the integrated cross section.

The four-lepton invariant mass in the inclusive setup is well suited to study the relative size of
the interferences, as this observable does not depend on the lepton pairing. We show in the low-
est panels of Fig. 6 and the following figures the ratio (dσ(N)LO[2µ2e]/dO)/(2dσ(N)LO[4µ]/dO),
where O denotes the considered observable, e.g. M4ℓ in Fig. 6. The LO and NLO curves are,
as expected, almost equal. The size of the interference effect varies in the region where no
lepton pair is resonant from −7% at M4ℓ = MZ to +6% at M4ℓ = MZ + 2pT,min. Thus, the
unequal-flavour matrix elements cannot describe the equal-flavour final state there. In the re-
gion MZ + 2pT,min ! M4ℓ ! 2MZ, where only one lepton pair can be resonant, the interference
effect amounts to 2%. Above the ZZ threshold, the ratio is equal to one up to fractions of a
percent, since in this region of phase space the doubly-resonant contribution dominates over
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[Biedermann, Denner, Dittmaier, Hofer, Jager, ’17]
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Figure 2: The differential cross sections, dσ/dm4ℓ versus the invariant mass of the four leptons m4ℓ, calculated by
MCFM from the qq̄ and gg initial states at

√
s=8 TeV for the 2e2µ final state in the experimental fiducial phase

space (see Table 2 for definition). The inclusive gg → 4ℓ distribution is the sum of the gg → H → 4ℓ and the
gg → ZZ → 4ℓ, and interference terms. The calculation of the qq̄ → 4ℓ differential production cross section
includes perturbative QCD corrections at NLO, while the distributions from the gg initial state are calculated at LO.
The NNLO K-factors are applied to on-shell Higgs-boson production.

duction (tt̄H), contribute less than 15% to the on-shell Higgs-boson decay to ZZ∗ event rate. The on-shell
Higgs-boson production and decay leads to a narrow resonance around 125 GeV, which has been a key
signature in the Higgs-boson discovery by the ATLAS [3] and CMS [4] collaborations. The off-shell
Higgs-boson production has a large destructive interference with continuum ZZ production from the ggF
processes [5–7]. This effect can be observed in the high-mass tail of the distributions shown in Figure 2,
and has been used as a tool to constrain the total Higgs-boson width by the ATLAS and CMS collabora-
tions [8, 9].
(2) The non-resonant ZZ → 4ℓ production via ggF, includes the production of off-shell Higgs bosons and
continuum ZZ production as well as their interference. This process produces a sizeable number of 4ℓ
events in the m4ℓ > 2 × mZ mass region and dominates the total gg-initiated 4ℓ production.

Contributions from different processes have different strengths as a function of m4ℓ (Figure 2) and p4ℓT .
Therefore, differential 4ℓ production cross sections are measured separately as a function of m4ℓ and
p4ℓT . The measurement of the integrated cross section is first performed in the experimental fiducial phase

3

Objectives include: compare NLO EW with QED-PS

https://rivet.hepforge.org/analyses/ATLAS_2015_I1394865.html
https://rivet.hepforge.org/analyses/MC_ZZINC.html


 
WW

ATLAS_2016_I1426515 & MC_WWINC & MC_WWJETS

Observables: pT(ll), m(ll), dPhi(l,l), pTl1 + MET, high-mll 
                       WW-jet correlations: dEta(WW,j1), dR(WW,j1), …
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Figure 10: Measured unfolded di↵erential cross sections of WW production in the eµ final state for the transverse
momentum of the leading lepton, plead

T , the invariant mass, m``, and the transverse momentum of the dilepton
system, pT(``), as well as the di↵erence in azimuthal angle between the decay leptons, ��``, their combined rapidity,
|y`` |, and the observable |cos (✓⇤)|. The measured cross-section values are shown as markers with error bars giving
the statistical uncertainty and blue bands indicating the size of the total uncertainty. Three di↵erent MC predictions
are compared to the measurement. The solid red line shows the nominal prediction, whilst the dashed red line shows
the prediction in case the qq̄ ! W+W� contribution is replaced by the Powheg+Pythia prediction reweighted to
the resummed calculation of Ref. [5]. The blue line depicts a prediction obtained using MC@NLO+Herwig+Jimmy
for the qq̄ ! W+W� contribution. All three predictions are normalised to the NNLO theoretical prediction for the
total cross section. For the top three histograms, double red lines indicate changes in the x-axis scale.
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Figure 10: Measured unfolded di↵erential cross sections of WW production in the eµ final state for the transverse
momentum of the leading lepton, plead

T , the invariant mass, m``, and the transverse momentum of the dilepton
system, pT(``), as well as the di↵erence in azimuthal angle between the decay leptons, ��``, their combined rapidity,
|y`` |, and the observable |cos (✓⇤)|. The measured cross-section values are shown as markers with error bars giving
the statistical uncertainty and blue bands indicating the size of the total uncertainty. Three di↵erent MC predictions
are compared to the measurement. The solid red line shows the nominal prediction, whilst the dashed red line shows
the prediction in case the qq̄ ! W+W� contribution is replaced by the Powheg+Pythia prediction reweighted to
the resummed calculation of Ref. [5]. The blue line depicts a prediction obtained using MC@NLO+Herwig+Jimmy
for the qq̄ ! W+W� contribution. All three predictions are normalised to the NNLO theoretical prediction for the
total cross section. For the top three histograms, double red lines indicate changes in the x-axis scale.
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WZ

ATLAS_2016_I1469071

Observables: pTZ, mTW, mTWZ, m(lll), pTl
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Figure 1: The distributions for the sum of all channels of the kinematic variables (a) the transverse momentum of
the reconstructed Z boson pZ

T, (b) the reconstructed Z boson mass mZ , (c) the transverse mass of the reconstructed
W boson mW

T and (d) the transverse mass variable mWZ
T for the WZ system. The points correspond to the data, and

the histograms correspond to the predictions of the di↵erent SM processes. All Monte Carlo predictions are scaled
to the integrated luminosity of the data using the predicted MC cross sections of each sample. The sum of the
background processes with misidentified leptons is labelled “Misid. leptons”. The Powheg+PythiaMC prediction
is used for the W±Z signal contribution. It is scaled by a global factor of 1.18 to match the measured inclusive W±Z
cross section. The open red histogram shows the total prediction; the shaded violet band is the total uncertainty of
this prediction. The last bin contains the overflow. The lower panels in each figure show the ratio of the data points
to the open red histogram with their respective uncertainties.
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Figure 1: The distributions for the sum of all channels of the kinematic variables (a) the transverse momentum of
the reconstructed Z boson pZ

T, (b) the reconstructed Z boson mass mZ , (c) the transverse mass of the reconstructed
W boson mW

T and (d) the transverse mass variable mWZ
T for the WZ system. The points correspond to the data, and

the histograms correspond to the predictions of the di↵erent SM processes. All Monte Carlo predictions are scaled
to the integrated luminosity of the data using the predicted MC cross sections of each sample. The sum of the
background processes with misidentified leptons is labelled “Misid. leptons”. The Powheg+PythiaMC prediction
is used for the W±Z signal contribution. It is scaled by a global factor of 1.18 to match the measured inclusive W±Z
cross section. The open red histogram shows the total prediction; the shaded violet band is the total uncertainty of
this prediction. The last bin contains the overflow. The lower panels in each figure show the ratio of the data points
to the open red histogram with their respective uncertainties.

9

https://rivet.hepforge.org/analyses/ATLAS_2016_I1469071.html


 
VVV

Desired accuracy: 
1) fixed order:  NLO QCD + NLO EW (on-shell)  

                   
 
 

2) NLOPS at particle-level 
  MG5_aMC@NLO 

Sherpa 
HW7 
….

Dittmaier-Huss-Knippen ’17 
MG5_aMC@NLO 
Sherpa+Recola/OpenLoops 

?



 
VVV

ATLAS_2016_I1492320_3l

Table 6: The predicted and observed fiducial cross sections for the `⌫`⌫`⌫ and `⌫`⌫ j j channels and the predicted
and observed total cross section for the combination of the two channels.

Cross section [fb]
Theory Observed

Fiducial `⌫`⌫`⌫ 0.309 ± 0.007 (stat.) ± 0.015 (PDF) ± 0.008 (scale) 0.31 +0.35
�0.33 (stat.) +0.32

�0.35 (syst.)

`⌫`⌫ j j 0.286 ± 0.006 (stat.) ± 0.015 (PDF) ± 0.010 (scale) 0.24 +0.39
�0.33 (stat.) +0.19

�0.19 (syst.)

Total 241.5 ± 0.1 (stat.) ± 10.3 (PDF) ± 6.3 (scale) 230 ±200 (stat.) +150
�160 (syst.)
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Figure 3: The distribution of m3`
T for the `⌫`⌫`⌫ channel (left) and the distribution of ⌃pT for the `⌫`⌫ j j channel

(right) as observed in the data (dots with error bars indicating the statistical uncertainties) and as expected from
SM signal and background processes. The ratios between the observed numbers of events in data and the ex-
pected SM signal plus background contributions are shown in the lower panels. The hashed bands results from
the systematic uncertainties on the sum of the signal plus background contributions. The “other backgrounds”
contain prompt leptons and are estimated from MC. Contributions from aQGCs are also shown, assuming the non-
unitarized case (⇤FF = 1) and two di↵erent sets of fS ,0/⇤4 and fS ,1/⇤4 configurations ( fS ,0/⇤4 = 2000 TeV�4,
fS ,1/⇤4 = 2000 TeV�4 and fS ,0/⇤4 = 2000 TeV�4, fS ,1/⇤4 = �6000 TeV�4). The highest bin also includes events
falling out of the range shown.

operators involving four gauge bosons. There are 18 dimension-eight operators built from the covariant
derivative of the Higgs field Dµ�, the SU(2)L field strength Wi

µ⌫, and U(1)Y field strength Bµ⌫. Only the
two terms built exclusively from Dµ� and with aQGC parameters fS ,0/⇤4 and fS ,1/⇤4 are considered in
this analysis:

LS ,0 =
fS ,0
⇤4 [(Dµ�)†D⌫�] ⇥ [(Dµ�)†D⌫�], (3)
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Figure 4: Transverse-momentum distribution of the distinct negatively charged W boson in
W�W+W+ production. The lower panel shows the size of the di↵erent relative corrections. The
curve of the QCD correction is scaled down by a factor of 0.1.

between W bosons, is visible. In this region the leading behavior of the NLO EW correction �EWqq̄0

is dominated by

�Coul ⇠ ±
↵⇡

2�W
,

where �W is the velocity of the W bosons of any W+W⌥ boson pair in their (two-particle) CM
frame [30]. Even though the QCD corrections grow with increasing pT of the W boson they are
rather independent on the total invariant mass. Figure 6 shows that the NLO QCD correction
changes the shape of the distribution in the di↵erence of the azimuthal angle, preferring smaller
angle di↵erences. This e↵ect is slightly enhanced by the total EW correction.

4.2 NLO WWW cross sections with a jet veto

The large impact of the quark–photon-induced channel on the total cross section can be reduced
by restricting the phase space of the additional jet in the final state by a jet veto. To this end, we
require the transverse momentum of the additional outgoing parton, which can be experimentally
identified with a jet, to be below a certain threshold value pT,cut. This threshold should not be
chosen too small in order to not a↵ect the e↵ective cancellation of IR singularities. Otherwise,
large logarithms of the jet-veto cut would remain in the final result requiring resummation [31],
which however is beyond the scope of this work. As we cut on the transverse momentum of the jet
alone, only the quark–photon-induced channel, the quark–gluon-induced channel and the QCD real
emission contribution are a↵ected. The integrated cross sections for di↵erent values of pT,cut are
presented in Tab. 4. In Fig. 7 the impact of the pT-cut on the relative corrections in W�W+W+

production is shown. A relatively strong cut at a transverse momentum of 100GeV reduces the
total NLO cross section by ⇠ 23% at the current LHC CM energy of 13TeV. In detail, the QCD
correction drops by a factor of ⇠ 2 and the photon-induced channel decreases to approximately
40% of its original value. With increasing CM energy the impact of the pT-cut increases. In
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Figure 13. Unfolded 1
� · d�

dmjj
distribution in (a) the high-pT and (b) control regions. The data

and theoretical predictions are presented in the same way as in figure 6.
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Figure 16. Unfolded p
balance
T cut e�ciency versus (a) mjj and (b) |�y| in the high-pT region. The

data and theoretical predictions are presented in the same way as in figure 6.
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Inclusive Region VBS Region
e±e± e±µ± µ±µ± e±e± e±µ± µ±µ±

Prompt 3.0 ± 0.7 6.1 ± 1.3 2.6 ± 0.6 2.2 ± 0.5 4.2 ± 1.0 1.9 ± 0.5
Conversions 3.2 ± 0.7 2.4 ± 0.8 – 2.1 ± 0.5 1.9 ± 0.7 –
Other non-prompt 0.61 ± 0.30 1.9 ± 0.8 0.41 ± 0.22 0.50 ± 0.26 1.5 ± 0.6 0.34 ± 0.19
W±W±jj Strong 0.89 ± 0.15 2.5 ± 0.4 1.42 ± 0.23 0.25 ± 0.06 0.71 ± 0.14 0.38 ± 0.08
W±W±jj Electroweak 3.07 ± 0.30 9.0 ± 0.8 4.9 ± 0.5 2.55 ± 0.25 7.3 ± 0.6 4.0 ± 0.4
Total background 6.8 ± 1.2 10.3 ± 2.0 3.0 ± 0.6 5.0 ± 0.9 8.3 ± 1.6 2.6 ± 0.5
Total predicted 10.7 ± 1.4 21.7 ± 2.6 9.3 ± 1.0 7.6 ± 1.0 15.6 ± 2.0 6.6 ± 0.8
Data 12 26 12 6 18 10

TABLE II: Estimated background yields, observed number of data events, and predicted signal yields for the three channels
are shown with their systematic uncertainty. Contributions due to interference are included in the W±W±jj electroweak
prediction.
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FIG. 1: The mjj distribution for events passing the inclu-
sive region selections except for the mjj selection indicated
by the dashed line. The black hatched band in the upper plot
represents the systematic uncertainty on the total prediction.
On the lower plot the shaded band represents the fractional
uncertainty of the total background while the solid line and
hatched band represents the ratio of the total prediction to
background only and its uncertainty. The W±W±jj predic-
tion is normalized to the SM expectation.

production, and the fiducial cross sections in the two re-
gions (�fid) are measured by combining the three decay
channels in a likelihood function. Systematic uncertain-
ties are taken into account with nuisance parameters.

The signal e�ciency in each fiducial region is defined
as the number of expected signal events after selections
divided by the number of events passing the respective
fiducial region selections at particle level. The e�ciency
accounts for the detector reconstruction, migration into
and out of the fiducial volume, identification, and trigger
e�ciency; it is 56%, 72%, 77% for the inclusive region and
57%, 73%, 83% for the VBS region in the e±e±, e±µ±,

|jjyΔ|
0 1 2 3 4 5 6 7 8 9

Ev
en

ts

5

10

15

20

25

30
 Data 2012
 Syst. Uncertainty

jj Electroweak±W± W
jj Strong±W± W

 Prompt
 Conversions
 Other non-prompt

ATLAS
 = 8 TeVs, -120.3 fb

 > 500 GeVjjm

FIG. 2: The |�yjj | distribution for events passing all inclu-
sive region selections. The |�yjj | selection is indicated by a
dashed line. The W±W±jj prediction is normalized to the
SM expectation.

µ±µ± channels respectively. The e�ciency also accounts
for the contribution of leptonic ⌧ decays, which are not
included in the fiducial cross-section definition: 10% of
signal candidates are expected to originate from leptonic
⌧ decays. The uncertainty on the signal e�ciency is dom-
inated by the jet reconstruction uncertainty of 6%.

The measured fiducial cross section for strong and elec-
troweak W±W±jj production in the inclusive region is
�fid = 2.1± 0.5(stat)± 0.3(syst) fb. The measured fidu-
cial cross section for electroweak W±W±jj production,
including interference with strong production in the VBS
region, is �fid = 1.3± 0.4(stat)± 0.2(syst) fb. The mea-
sured cross sections are in agreement with the respective
SM expectations of 1.52± 0.11 fb and 0.95± 0.06 fb.

Additional contributions to W±W±jj production can
be expressed in a model-independent way using higher-
dimensional operators leading to anomalous quartic
gauge boson couplings (aQGCs). The measured cross
section in the VBS fiducial region is used to set lim-
its on aQGCs a↵ecting vertices with four interacting
W bosons. The Whizard event-generator [39] is used

ATLAS_2014_I1298023

Extended by: m(jj), dy(jj), pTj1, pTj2, MET, pTl1, pTl2 
->	VBSCan	COST	network?	
			(contact:	M.	Zaro,	M.	Pellen)
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Figure 7: Differential distributions at a centre-of-mass energy
√
s = 13TeV at the LHC

for pp → µ+νµe+νejj: (a) missing transverse momentum (top left), (b) rapidity separation

between the positron and anti-muon (top right), (c) invariant mass of the positron and anti-

muon system (bottom left), (d) invariant mass of the two tagging jets (bottom right). The

upper panels show the sum of all LO and NLO contributions with scale variation. The lower

panels show the relative corrections in per cent.

effects. The latter aspect plays an important role in this computation: the LO amplitude

consists of a purely EW-induced part, which includes VBS, and a QCD-induced part, leading

thus to three different LO contributions at the level of squared amplitudes. These are of

the orders O
(

α6
)

, O
(

αsα5
)

, O
(

α2
sα

4
)

in the strong and electromagnetic couplings. At NLO,

consequently, four types of corrections have been computed at the orders O
(

α7
)

, O
(

αsα6
)

,

O
(

α2
sα

5
)

, and O
(

α3
sα

4
)

, respectively. For the orders O
(

αsα6
)

and O
(

α2
sα

5
)

, both NLO

QCD and EW corrections to different underlying Born contributions arise. These cannot be

unambiguously separated as some loop diagrams contribute to both. Hence, at NLO, it is
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Timeline

MC kick-off - 07.03.18

finalise object definitions and analyses - end of March 

first preliminary results - end of April 

Initial comparison - mid of  June 

LHCWG General meeting - 21./22. of June , CERN

Final results - end of Summer
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