Present

Jamie, Harry, Piotr, Simone, Roberto, Patricia, Nils, MariaG, Flavia, Ulrich, Thorsten,
Dirk, MariaD, Miguel A.

Introduction

e No progress on the re-installation of machines. The 1% batch cannot be renumber
as planned from 1%/8™ November since Marc Collingnon is not available.
Proposal for 1% batch on 9" November and 22" for batch 3 and 4.

e LFC deployment on production service would be started with Atlas following pre-
production resting. The new front ends could be deployed onto the new
hardware.

e LFCread-only replicato CNAF isbeing set up. Somework ontheLFC is
required to perform appropriate reconfiguration. Thiswill require setting the
master database to read-only for some time while the synchronization is being
done.

e Thereisan Oracle security patch to be tested. Thiswill be installed for aweek on
the test environment and then rolled out the week after into production (e.g. 1%
November). Service managers should therefore arrange testing during this period
and be prepared to give approval next week.

e CMShasreguested for FIO to run anumber of services. This has not yet been
agreed by FIO. This should be followed up with Tony C./Olof

e Christmas shutdown coverage was discussed. The service level will be best
effort. A matrix isrequired to cover thelist of services and their expected levels
of support.

AAS

https.//twiki.cern.ch/twiki/bin/view/L CG/L cgScmStatusAas

Switch off of VOMS LDAP services done as announced. No problems reported.
Re-installation was performed. Tomcat did not start up cleanly dueto a
permissions problem.

Deployment

® https://twiki.cern.ch/twiki/bin/view/LCG/LcgScmStatusDeploy
°

IS
e https://twiki.cern.ch/twiki/bin/view/L CG/L cgScmStatusl s

WMS

® https://twiki.cern.ch/twiki/bin/view/LCG/LcgScmStatusWms




e cel07 hasbeeninstalled. The firewall configuration was automatically updated
through LANSETs. Some SFT problems.

e Two new BDIIsonline and part of the production infrastructure.

e Software tags on the different CEs have been checked and a mechanism has been
put in place so that updates are propagated to all CEs.

DMS

® https://twiki.cern.ch/twiki/bin/view/LCG/LcgScmStatusDms

Experiments

e https://twiki.cern.ch/twiki/bin/view/L CG/L cgScmStatusExp

e LHCb: Looking to start the Tierl-Tierl transfers next week. Procedure for
updating the ACLs of thefile catalog is still an open problem since thisinvolves
setting the permissions across whole directories rather than file by file.

e CMS: Job submission for CSA’ 06 underway. Problem with the Ul interface and
compression leading to the loss of the last character in the file name. A new Ul is
being built to resolve this problem.

e Alice: VO box at CERN being reconfigured for using thegLite RB. FTS
transfers starting again. Problems with SARA and RAL remain but other sites
doing well.

e Atlas: New calculation of datarates out of CERN which are 1 Gbyte/s following
an increase in the size of the ESD. The nominal target is now therefore 2
Gbytes/s compared to 1.3 Ghytes/s.

AOB




