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Existing Tier-3’s

• T3’s associated with T2 or T1:
– There are 8 institutes whose T3 resources are closely coupled to a T2 or a T1 

operations at the same institutes. The analyzers at these institutes have a 
number of slots dedicated for T3 computing.

• T3gs:
– T3gs is a T3 which are full Grid sites capable of accepting Grid jobs from 

outside.  There are 4 institutes which expect to operate T3gs’s in 2010.  

2

outside.  There are 4 institutes which expect to operate T3gs’s in 2010.  

• T3g:
– T3g is a T3 which is connected to the Grid to receive data but does not accept 

jobs from outside.  There are 12 institutes who operate this type of T3, 
currently. 

– The setup of these T3’s vary enormously.  4 of these institutes take advantage 
of the University of Departmental computing service or cluster.  The others are 
standalone.

– Most of these plan an expansion in 2010 (based on ARRA funds)
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lattice operations

recursion

{ size:5, text:foo }  {}



( X < ({depth:3},0) \/ Y/foo ) / {}



( X < ({depth:3},0) \/ Y/foo ) / {}

Introduce some named caches:
.    ~     @    ls cd …

(d,0) à d
X/{} à X/
(X < Y)/{} à X Y
X \/ Y à X Y



( X < ({depth:3},0) \/ Y/foo ) / {}

X = ls, Y = .

ls depth:3 ./fools depth:3 ./foo
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{ size:5, text:foo }  {}




