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« What is TechLab? )

+ CERN IT project
- Transversal activity in IT — Started end 2013
- Maxime Reis (Fellow) + Aritz Brosa (PJAS) doing heavy lifting!

- Objectives:
- Improving the efficiency of the computing architecture
- Making better utilisation of the processors available today

- Avoid duplication of efforts
- An environment to gain experience on different hardware

- Aim at being a useful meeting point
- Community-driven
- Platform fostering and supporting the adoption of multicore

- Software as close as possible to standard production hosts

- When needed and (reasonably easily) feasible:
- Performance tuning (OS, Kernel, compilers, libraries, etc.)
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|_a An IT service for the Experiments C\@
. - Important & useful project for the experiments
- Small but solid user base

- Regular credits to Techlab in posters, presentations and papers
(CHEP, etc.)

- Valued and recognised IT service (recent survey)

- It provides flexibility, custom configurations that production
services cannot

- Common use cases

Benchmarking experiment’s frameworks and workload, evaluating benefits of
new platforms, GPUs etc., porting/improving software, power measurement,
nightly builds, CUDA training events, etc.
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- Everything can be published - no NDA

- Hardware in TechLab is off-the-shelves

- No development boards

- New hardware is added on a regular basis

- Based on relevance and community feedback
- Continuously monitoring new markets and industry trends

- Multiple vendors and platforms
 No production service or guaranteed availability

- Systems are loaned & returned like books in a library


http://cern.ch/techlab
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- Trends and user demands
- Less interest for low power architectures
- Lots of GPU requests:

- 80% recent users into Machine Learning
- Steady need for many-core and big memory architecture

- Recent hardware updates
- Mostly GPUs, FPGA

* Recent service updates
- Booking system now integrated in Service Now

- More in-depth monitoring (GPU computing and memory usage,
power consumption, temperature, etc.) to better assist users

- Benchmarking platform

/
cern.ch/techlab
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x86_64 Quad Socket Xeon E5-4650
x86_64 Intel Xeon Phi 7120
GPY Nvidia Tesla K20X GFU

GPU Nvidia GTX1080 GPU (Pascal
architecture)

GPU Nvidia GTX1080 Ti GPU (Pascal
architecture)

GPU Nvidia Pascal P100 GPU (Pascal
architecture)

GPU AMD FirePra W8100
ARM64 X-Gene Moonshot cartridge
Maxeler Data Flow Engine

PPC64le Palmetto

PPC84le Wistron

-------------------------------------------------

4 nodes SandyBridge and 4 nodes Westmere-EX

4 nodes, each with dual socket 8 cores SandyBridge + Xeon Phi 7120F
4 nodes, each with dual socket 8 cores SandyBridge

Dual core host system with 4 GPUs inside the box.

Dual core host systems with 4 GPUs inside the box.

Dual core host system with one GPU inside the box.

1 node, dual socket 8 cares SandyBridge + AMD GPU

X-Gene 1, 8 cores @ 2.4 GHz, 64 GB of RAM

1 node, dual socket 8 cores SandyBridge + Galava PCl-e DFE card
IBM Turismoe, 4 physical cores (32 logical) @ 3 GHz, 64 GB of RAM

Wistron Polaris, dual socket 128 cores @ 3.325 GHz, 267 GB of RAM

Dual socket 96 cores, 264 GB of RAM
Dual socket, 40 cores (20 physical cares), 65 GB of RAM

4 Dual socket nodes, each 224 cores (28 physical cares), each with 267
GB of RAM
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”[:db ‘Upcoming ﬁ@

- New hardware
- Nvidia Tesla V100
- IBM Power9
- Qualcomm Centriq 64-bit ARM server?

* GPU virtualisation
- In collaboration with the CERN IT OpenStack team!
- Featuring both Nvidia and AMD GPUs

/
cern.ch/techlab 7


http://cern.ch/techlab

v ' Requesting access

ec
;La

009 < il (an ] @0 @Q @ cern.cervice-rov.com/szrv.ce-porial/report-ticket.cozname=accass-hardw & B O

Cuomit a Ticket : Roauest azcess toa Teckkeb or ogenlab ™ 2P machine | CZRN Sarvice Portal

Ctherinformartion

o Des red start clate (e by whesvaioe Pir Boaoking tyg e i e ldao_geoseric or " wchilad:_spoifie )

@

-k Anticipatec end date

Sharvlaroms ionlywiwn ve e Tor Paakiog iy is techilab_gpoe e o mechab_geifle?)

a»

Yes
Arch tecture [onlywhen bookirg type value k 'techleb 2ereric”
8 XEE_61

aRMed

PPC34

Spoe il hars e covep st

Tech ab and ocen ab/Intel svstems aims et unring a software steck as close a5 poss ble to standars orocuction systerrs, typically Scientific - nu 6 or CERN ZentOS 7 ranaged w th Muopet. Dezending on “easibility anc effots need2z,
2dditicna’ zoals, or running F2comra Core cr modern Linux Kerrels nay bz exploed or asubset o the systems.

Requirzc softwere corfiguiration twhizh aackages, oompilars. drivers are needed?)

Othwer e aicementsancl i acks

cern.ch/techlab 8


http://cern.ch/techlab

v ' Requesting access

ec
;La

0O < il (an ] @0 @0 @ cern.cervice-rov.com/ssrv ce-porial/report- Zname=-accass-hardw g - O

Suomit a Tizket : Reauest azcess toa Teckkeb or openlab TP machine | CZRY Sarvice Mortal

S|lease “illth £ “orm to request access 1o ane of the varicus Fardware clatforms maitained zy th2 Techiab or op2r b Technology Exaluation Flate-m (TEP! zeams

Slease 1otes Tech.ab and open.ab TZF systensare aperated a3 evolvi g, test systems, 01 a bes: effort J2sis. and must nct be usad for creduct o werk orwith sensitive data, Hosts are re nstzlled o7 a regu'ar z2sisand userdata s parmaently
bt g themrd ol mab les slo
-nder some conditicas znd sujesite a/allab iy, ik mav be possible to loan 2 Tecklab cr ofen ab TER system for lorge” pericds, ‘o7 examp € 10 p 10€2 bu [dsystem on new datorms.

Booking type [fcr supporters only)
Note: OC A0t CHANED Lhic value: e ESrameter e anly JOr supportecs and it can be changed vhen the torm i
used from the intarmel booking pege vsed by them.

-

rechlad genzric

& Mease give th2 name of your experiment/project

Description of your use of the Techlab / openlab TEP system

sk Wrat arethe £oa.s T3t yoJr pro ect orteam i< by nztc ackieve Leing Techlab / openiab TEP?

Could yons eaplainwhas technica lHeatures you are plaanirg taexploit npartizdaronthe Tech ahfopenlah ™F 2 sysrem yow 2 nrecested 177 1o g, <irgle vednchle wecision wetariration moal-threading et

p Mo nlouratim

S Wrat mpact (it arw) coald yourwerk on the Tacrlab fopaniab TEP syster have on yoTur Drejact or 12am |€.0, cecign dec sicn, stratecy, comauting mocel chargest?

% Isyour project corsiderig using hardwarz similar to Te<nlan s openlab TEF 'na preduct onenvironmanrt in e “uture?

-
Yes v

% Plase provide tre Jetzils (name and emzt] ot tre computing coordinatar of CZMpUTing project manage- of your pro, ect

cern.ch/techlab



http://cern.ch/techlab

VBTaE
U DI

_M | \wmq%. §§.§§\\.§.§§
n.onng. oeee. §§\\§§§§

s \ \.\4\4 @\.‘ ,\N‘Wu\.c .A“.\{\w .\t\w\.

,.\hm.:\\gvum\\w&&x
7000 \\,\\\\\\ﬁ\\\u%.\.x\q\uga

- —

rn.ch/techlab

//ce

SR /L0 L R SR NS


http://cern.ch/techlab

