
R&D steering group meeting, CERN, 13th April 2018



• CERN IT project
- Transversal activity in IT — Started end 2013
- Maxime Reis (Fellow) + Aritz Brosa (PJAS) doing heavy lifting! 

• Objectives: 
- Improving the efficiency of the computing architecture
- Making better utilisation of the processors available today
- Avoid duplication of efforts 

• An environment to gain experience on different hardware
• Aim at being a useful meeting point

- Community-driven
- Platform fostering and supporting the adoption of multicore  

• Software as close as possible to standard production hosts  

• When needed and (reasonably easily) feasible:
- Performance tuning (OS, Kernel, compilers, libraries, etc.)

What is TechLab?
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• Important & useful project for the experiments 
- Small but solid user base
- Regular credits to Techlab in posters, presentations and papers 
(CHEP, etc.)

- Valued and recognised IT service (recent survey)
- It provides flexibility, custom configurations that production 
services cannot

• Common use cases 
Benchmarking experiment’s frameworks and workload, evaluating benefits of 
new platforms, GPUs etc., porting/improving software, power measurement, 
nightly builds, CUDA training events, etc. 

An IT service for the Experiments
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• Everything can be published - no NDA 

• Hardware in TechLab is off-the-shelves
- No development boards 

• New hardware is added on a regular basis
- Based on relevance and community feedback
- Continuously monitoring new markets and industry trends 

• Multiple vendors and platforms  

• No production service or guaranteed availability  

• Systems are loaned & returned like books in a library

Key Techlab principles
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• Trends and user demands
- Less interest for low power architectures
- Lots of GPU requests: 
 
 
 
 

- 80% recent users into Machine Learning
- Steady need for many-core and big memory architecture 

• Recent hardware updates
- Mostly GPUs, FPGA

• Recent service updates
- Booking system now integrated in Service Now
- More in-depth monitoring (GPU computing and memory usage, 
power consumption, temperature, etc.) to better assist users

- Benchmarking platform 

Last year summary
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Current hardware
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• New hardware
- Nvidia Tesla V100 
- IBM Power9
- Qualcomm Centriq 64-bit ARM server?

• GPU virtualisation 
- In collaboration with the CERN IT OpenStack team!
- Featuring both Nvidia and AMD GPUs

Upcoming
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Requesting access
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Requesting access
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Discussion
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