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tZj � = 620 ± 170 ± 160 fb (data)
NLO+NLL (theory) 36.1 PLB 780 (2018) 557

t̄tZ � = 176 + 52 � 48 ± 24 fb (data)
HELAC-NLO (theory) 20.3 JHEP 11, 172 (2015)

� = 0.92 ± 0.29 ± 0.1 pb (data)
Madgraph5 + aMCNLO (theory) 3.2 EPJC 77 (2017) 40

t̄tW � = 369 + 86 � 79 ± 44 fb (data)
MCFM (theory) 20.3 JHEP 11, 172 (2015)

� = 1.5 ± 0.72 ± 0.33 pb (data)
Madgraph5 + aMCNLO (theory) 3.2 EPJC 77 (2017) 40

ts�chan � = 4.8 ± 0.8 + 1.6 � 1.3 pb (data)
NLO+NNL (theory) 20.3 PLB 756, 228-246 (2016)

ZZ
� = 6.7 ± 0.7 + 0.5 � 0.4 pb (data)

NNLO (theory) 4.6 JHEP 03, 128 (2013)
PLB 735 (2014) 311

� = 7.3 ± 0.4 + 0.4 � 0.3 pb (data)
NNLO (theory) 20.3 JHEP 01, 099 (2017)

� = 17.3 ± 0.6 ± 0.8 pb (data)
Matrix (NNLO) & Sherpa (NLO) (theory) 36.1 PRD 97 (2018) 032005

WZ
� = 19 + 1.4 � 1.3 ± 1 pb (data)

MATRIX (NNLO) (theory) 4.6 EPJC 72, 2173 (2012)
PLB 761 (2016) 179

� = 24.3 ± 0.6 ± 0.9 pb (data)
MATRIX (NNLO) (theory) 20.3 PRD 93, 092004 (2016)

PLB 761 (2016) 179

� = 51 ± 0.8 ± 2.4 pb (data)
MATRIX (NNLO) (theory) 36.1 ATLAS-CONF-2018-034

PLB 761 (2016) 179

Wt
� = 16.8 ± 2.9 ± 3.9 pb (data)

NLO+NLL (theory) 2.0 PLB 716, 142-159 (2012)

� = 23 ± 1.3 + 3.4 � 3.7 pb (data)
NLO+NLL (theory) 20.3 JHEP 01, 064 (2016)

� = 94 ± 10 + 28 � 23 pb (data)
NLO+NNLL (theory) 3.2 JHEP 01 (2018) 63

H
� = 22.1 + 6.7 � 5.3 + 3.3 � 2.7 pb (data)

LHC-HXSWG YR4 (theory) 4.5 EPJC 76, 6 (2016)

� = 27.7 ± 3 + 2.3 � 1.9 pb (data)
LHC-HXSWG YR4 (theory) 20.3 EPJC 76, 6 (2016)

� = 57 + 6 � 5.9 + 4 � 3.3 pb (data)
LHC-HXSWG YR4 (theory) 36.1 ATLAS-CONF-2017-047

WW
� = 51.9 ± 2 ± 4.4 pb (data)

NNLO (theory) 4.6 PRD 87, 112001 (2013)
PRL 113, 212001 (2014)

� = 68.2 ± 1.2 ± 4.6 pb (data)
NNLO (theory) 20.3 PLB 763, 114 (2016)

� = 142 ± 5 ± 13 pb (data)
NNLO (theory) 3.2 PLB 773 (2017) 354

tt�chan
� = 68 ± 2 ± 8 pb (data)

NLO+NLL (theory) 4.6 PRD 90, 112006 (2014)

� = 89.6 ± 1.7 + 7.2 � 6.4 pb (data)
NLO+NLL (theory) 20.3 EPJC 77 (2017) 531

� = 247 ± 6 ± 46 pb (data)
NLO+NLL (theory) 3.2 JHEP 04 (2017) 086

t̄t
� = 182.9 ± 3.1 ± 6.4 pb (data)

top++ NNLO+NNLL (theory) 4.6 EPJC 74: 3109 (2014)

� = 242.9 ± 1.7 ± 8.6 pb (data)
top++ NNLO+NNLL (theory) 20.2 EPJC 74: 3109 (2014)

� = 818 ± 8 ± 35 pb (data)
top++ NNLO+NLL (theory) 3.2 PLB 761 (2016) 136

Z
� = 29.53 ± 0.03 ± 0.77 nb (data)

DYNNLO+CT14 NNLO (theory) 4.6 JHEP 02 (2017) 117

� = 34.24 ± 0.03 ± 0.92 nb (data)
DYNNLO+CT14 NNLO (theory) 20.2 JHEP 02 (2017) 117

� = 58.43 ± 0.03 ± 1.66 nb (data)
DYNNLO+CT14 NNLO (theory) 3.2 JHEP 02 (2017) 117

W � = 98.71 ± 0.028 ± 2.191 nb (data)
DYNNLO + CT14NNLO (theory) 4.6 EPJC 77 (2017) 367

� = 190.1 ± 0.2 ± 6.4 nb (data)
DYNNLO + CT14NNLO (theory) 0.081 PLB 759 (2016) 601

pp
� = 95.35 ± 0.38 ± 1.3 mb (data)

COMPETE HPR1R2 (theory) 8⇥10�8 Nucl. Phys. B, 486-548 (2014)

� = 96.07 ± 0.18 ± 0.91 mb (data)
COMPETE HPR1R2 (theory) 50⇥10�8 PLB 761 (2016) 158
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… providing insight into pQCD, proton structure (pdfs), non-pert. effects, and other SM parameters

extraordinary 
agreement 

between 
measurements 

and SM 
predictions

R
L dt
[fb�1]

Reference

WZjj EWK 20.3 PRD 93, 092004 (2016)
36.1 ATLAS-CONF-2018-033

W±W±jj EWK 20.3 PRD 96, 012007 (2017)
36.1 ATLAS-CONF-2018-030

Z�jj EWK 20.3 JHEP 07 (2017) 107
WW� 20.2 EPJC 77, 646 (2017)
W�� 20.3 PRL 115, 031802 (2015)
Z�� 20.3 PRD 93, 112002 (2016)

Zjj EWK 20.3 JHEP 04, 031 (2014)
3.2 PLB 775 (2017) 206

Wjj EWK 4.7 EPJC 77 (2017) 474
20.2 EPJC 77 (2017) 474

t̄t� 4.6 PRD 91, 072007 (2015)
20.2 JHEP 11 (2017) 086

t̄tZ 20.3 JHEP 11, 172 (2015)
3.2 EPJC 77 (2017) 40

t̄tW 20.3 JHEP 11, 172 (2015)
3.2 EPJC 77 (2017) 40

tZj 36.1 PLB 780 (2018) 557
WV 4.6 JHEP 01, 049 (2015)

20.2 EPJC 77 (2017) 563 [hep-ex]

Z� 4.6 PRD 87, 112003 (2013)
20.3 PRD 93, 112002 (2016)

W� 4.6 PRD 87, 112003 (2013)
ts�chan 20.3 PLB 756, 228-246 (2016)

ZZ
4.6 JHEP 03, 128 (2013)
20.3 JHEP 01, 099 (2017)
36.1 PRD 97 (2018) 032005

WZ
4.6 EPJC 72, 2173 (2012)
20.3 PRD 93, 092004 (2016)
36.1 ATLAS-CONF-2018-034

Wt
2.0 PLB 716, 142-159 (2012)
20.3 JHEP 01, 064 (2016)
3.2 JHEP 01 (2018) 63

��
E �T>25 (22) GeV 4.9 JHEP 01, 086 (2013)

E �T>40 (30) GeV 20.2 PRD 95 (2017) 112005

WW
4.6 PRD 87, 112001 (2013)
20.3 PLB 763, 114 (2016)
3.2 PLB 773 (2017) 354

tt�chan
4.6 PRD 90, 112006 (2014)
20.3 EPJC 77 (2017) 531
3.2 JHEP 04 (2017) 086

t̄t
4.6 EPJC 74: 3109 (2014)
20.2 EPJC 74: 3109 (2014)
3.2 PLB 761 (2016) 136

Z
4.6 JHEP 02 (2017) 117
20.2 JHEP 02 (2017) 117
3.2 JHEP 02 (2017) 117

W
4.6 EPJC 77 (2017) 367
20.2 JHEP 05 (2018) 077
0.081 PLB 759 (2016) 601

�
pT > 100 GeV 4.6 PRD 89, 052004 (2014)

pT > 25 GeV 20.2 JHEP 06 (2016) 005
pT > 125 GeV 3.2 PLB 2017 04 072

Dijets R=0.4 4.5 JHEP 05, 059 (2014)
3.2 JHEP 09 (2017) 020

Jets R=0.4
4.5 JHEP 02, 153 (2015)
20.2 JHEP 09 (2017) 020
3.2 JHEP 09 (2017) 020

pp
8⇥10�8 Nucl. Phys. B, 486-548 (2014)

50⇥10�8 PLB 761 (2016) 158
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Why better PDFs?

High-mass BSM cross-sections

Dominant TH unc for MW measurements at LHC

Higgs coupling measurements
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large x gluons matter

Empowering	pp	Discoveries	

SUSY,	RPC,	RPV,	LQS..	

External,	reliable	input	(PDFs,	factorisation..)	is	crucial	for	range	extension	+	CI	interpretation			

GLUON	 QUARKS	

Exotic+	Extra	boson	searches	at	high	mass	

ATLAS	
today	

ATLAS 2017

MW

Higgs

BSM
… 

large x quarks matter

ATLAS 
today

crucial for SM and BSM physics at hadron colliders

(other questions: validity of factorisation in pp, intrinsic 
charm/beauty in proton, small x dynamics, …)

3

proton pdfs – why do they matter?

W± production



LHC measurements sensitive to pdfs

43

Measurement pdf sensitivity
Inclusive W, Z and asymmetries Quark flavor separation (u,d,s)
W with charm quarks Direct sensitivity to s-quark
Off peak Drell-Yan at low and high mass Quarks at low and high x (u,d), photon pdf 
Inclusive jet, dijets, trijets High x quarks and gluon (alphas)
ttbar production (total, differential) Gluon (alphas)
Zpt Gluon sensitivity
W,Z, W/Z production with jets Medium x gluon
Isolated photons Medium and high x gluon
! or Z+c,b production c, b quarks, intrinsic charm
Single top production Gluon and b quark

LHC measurements sensitive to pdfs
• wealth of SM measurements from ATLAS, sensitive to pdfs, provide:
1. pdf discrimination, by confronting theoretical predictions with data
2. pdf improvements, by including LHC data in QCD fits 

4extraction of precision pdfs requires both precise data, and precise theory calculations

LHC measurements sensitive to pdfs
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• sensitivity to light quarks (u,d, s)
• different quark combinations contribute  

to each process; flavour separation 

(accurate modelling of contribution from second-generation quarks essential for precision physics)

ATLAS inclusive W, Z

plots by S. Glazov, V. Radescu

experimentally very precise; state-of-the-art theory available (NNLO QCD + NLO EW)



4.6 fb-1; extraordinary total experimental precision (< 1% uncertainty)
light quark pdf constraints; enhanced from provision of both W,Z with full syst. correlations

ATLAS incl. W,Z differential cross sections: W± |ηl|, Z |yll| (3 mll central, 2 mll forward)

6

ultimate precision W,Z differential cross sections
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a strange story
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EPJ C77 (2017) 367

consistent with previous ATLAS results
PRL 109 (2012) 012001 (W,Z inclusive, 36 pb-1)

JHEP05 (2014) 068 (W+c analysis)

sr
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

sR
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤

data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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A strange conundrum
 In most PDF fits, strangeness suppressed wrt up and down quark sea due to neutrino dimuon data

 On the other hand, recent collider data, in particular the ATLAS W,Z 2011 rapidity distributions, prefer 
instead a symmetric strange quark sea

Thorne, DIS2017

 The new ATLAS data can be accommodated in the global fits, and i) indeed it increases strangeness, but 
not as much as in  a collider-only fit, and ii) some tension remains between neutrino and collider data

≈ 0.5 (from neutrino, CMS W+c)

≈ 1.0 (from ATLAS W,Z)

Juan Rojo                                                                                                               POETIC8, Regensburg, 19/03/2018
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strange quark

(following HERAPDF ansatz; xFitter framework)
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impact on modern global pdfs
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ATLAS inclusive W,Z @ 13 TeV

9

• measurements at higher CM energy give access to different kinematic 
region in x, providing new and complementary pdf sensitivity

PLB 759 (2016) 601

consistent with LHC Run 1 results and provides extra handle to constrain pdfs

(syst uncerts: 2% (W), 1% (Z); lumi uncert: 2.1%)

(pdfs shown use different combinations of HERA, Tevatron and LHC data)



ATLAS W and Z cross section ratios @ 13 TeV

10

W+/W–: 
sensitive to valence quarks at low x

W/Z:                                   
constrains strange quark density

sensitivity to pdf differences; W/Z ratio consistent with enhanced strange

cross section ratio measurements: partial cancellation of systematics

PLB 759 (2016) 601



ATLAS inclusive jet and dijets
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gluon at high x very 
poorly known – direct 

impact on BSM searches

• jet production in pp 

sensitive to gluon and 

quarks at high x

• new ATLAS 13 TeV

measurements of 

inclusive jets (dijets) 

reach to pt=3.5 TeV

(mjj = 9 TeV)

JHEP05 (2018) 195

(see, also, talk by: G. Callea)



ATLAS inclusive jets in detail
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tension when considering all rapidity bins together; also seen previously with 7,8 TeV measurements; 

sensitive to exact assumptions on corrs. for two-point systs. ie. those evaluated from difference between two model choices; 

see EG. JHEP09 (2017) 020
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• NNLO QCD calcs. for inclusive and dijets available (PRL 118 (2017) 072002, 119 (2017) 152001)
• inclusive jets: NNLO improves description for scale choice of ptjet

(NB, recent review by J. Currie et al., arXiv:1807.06057, favours choice of 2×ptjet)

• APPLfast grid technology on the way to allow rigorous inclusion in pdf fits at NNLO
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NOT FINAL

APPLfast reproduction of NNLOJet incl. jet cross section

APPLfast coll., status report, DIS18
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mainly via gg channel – constraints on gluon

wealth of useful top measurements from ATLAS
EG. dilepton channel ttbar measurement (8TeV, 20.2 fb-1) 
of leptonic variables; comparison of normalised cross 
sections to NLO QCD, corrected for QED FSR ↓

EPJ C77 (2017) 804
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Measurement of lepton di↵erential distributions
and the top quark mass in t t̄ production in pp

collisions at
p

s = 8 TeV with the ATLAS detector

The ATLAS Collaboration

This paper presents single lepton and dilepton kinematic distributions measured in dileptonic
tt̄ events produced in 20.2 fb�1 of

p
s = 8 TeV pp collisions recorded by the ATLAS ex-

periment at the LHC. Both absolute and normalised di↵erential cross-sections are measured,
using events with an opposite-charge eµ pair and one or two b-tagged jets. The cross-sections
are measured in a fiducial region corresponding to the detector acceptance for leptons, and
are compared to the predictions from a variety of Monte Carlo event generators, as well as
fixed-order QCD calculations, exploring the sensitivity of the cross-sections to the gluon par-
ton distribution function. Some of the distributions are also sensitive to the top quark pole
mass; a combined fit of NLO fixed-order predictions to all the measured distributions yields
a top quark mass value of mpole

t = 173.2 ± 0.9 ± 0.8 ± 1.2 GeV, where the three uncertainties
arise from data statistics, experimental systematics, and theoretical sources.

c� 2017 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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also extracted:

7 Constraints on the gluon parton distribution function

As a demonstration of the ability of the normalised di↵erential cross-section measurements to constrain
the gluon PDF, fits were performed to deep inelastic scattering (DIS) data from HERA I+II [97], with and
without the addition of the constraints from tt̄ dilepton |⌘`|, |yeµ| and Ee + Eµ distributions. As shown in
Figure 13, these distributions are the most sensitive to PDF variations, whilst being less sensitive to QCD
scale variations and the value of mt. The fits are based on the predictions from MCFM and ApplGrid
discussed in Section 6.3, allowing predictions for arbitrary PDF variations to be obtained much faster
than if a full NLO plus parton shower event generator setup were to be used. The QCD scales were set to
fixed values of µF = µR = mt/2. The fits were performed using the xFitter package [111, 112], which
allows the PDF and other theoretical uncertainties to be included via asymmetric error propagation. In
this formalism, the �2 for the compatibility of the measurements with the prediction is expressed by:

�2 =
X

i, j

⇣
&exp

i � &th
i

⌘
S �1

exp,i j(&
th
i , &

th
j )
⇣
&exp

j � &
th
j

⌘
, (6)

where &exp
i is the measured normalised di↵erential cross-section in bin i (equivalent to &i

tt̄ in Eq. (2)), &th
i

is the corresponding theoretical prediction, S exp,i j is the covariance matrix of experimental uncertainties
including both statistical and systematic contributions, and correlations between bins, and the sums for i
and j run over n� 1 bins to account for the normalisation condition. Unlike in the formulation of Eq. (5),
the covariance matrix is a function of the theoretical predictions, with the statistical uncertainties being
rescaled according to the di↵erence between the measured values and the predictions using a Poisson
distribution, and the systematic uncertainties being scaled in proportion to the predictions.

Following the formalism outlined in Ref. [113], the covariance matrix was decomposed into a diagonal
matrix D representing the uncorrelated parts of the uncertainties, and a set of coe�cients �exp

i j giving
the one standard deviation shift in the measurement i for source j, where j runs over the correlated part
of the statistical uncertainties and each source of systematic uncertainty. Each source of experimental
uncertainty was then associated with a ‘nuisance parameter’ b j,exp parameterising the associated shift in
units of standard deviation. The �2 becomes a function of the set of PDF parameters p defining the
theoretical prediction &th

i and the vector of experimental nuisance parameters bexp, and is given by:

�2(p,bexp) =
X

i

⇣
&exp

i +
P

j �
exp
i j b j,exp � &th

i (p)
⌘2

d2
ii

+
X

j

b j,exp
2 + L , (7)

where dii are the non-zero elements of the diagonal matrix D, and the rescaling of the uncertainties leads
to the logarithmic term L, arising from the likelihood transition to �2 as discussed in Refs. [113, 114].
The �2 was minimised as a function of the PDF parameters p and the nuisance parameters bexp, and the
value at the minimum provides a compatibility test of the data and prediction.

For the PDF fits, the perturbative order of the DGLAP evolution [115–117] was set to NLO, to match the
order of the MCFM predictions. The gluon PDF g(x) was parameterised as a function of Bjorken-x as:

xg(x) = AxB(1 � x)C(1 + Ex2) eFx, (8)

which, compared to the standard parameterisation given in Eq. (27) of Ref. [97], removes the negative
A0 term at low x and adds more flexibility at medium and high x through the additional terms with the
parameters E and F. The standard parameterisations were used for the quark PDFs, giving a total of 14

42
NLO QCD fit

rel. uncert. reduction
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NNLO QCD calcs. for differential distributions with stable top quarks also now 
available, and implemented in fastNLO (PRL 116 (2016), 082003; JHEP04 (2017) 071)

NEW for this conference:

☨ ATLAS top quark pair data: EPJ C76 (2016) 538 (lj) and Phys Rev D94 (2016) 092003 (ll)

ATLAS-PHYS-PUB-2018-017
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ATLAS top quark pair differential cross sections (2)



fit quality dependent on choice of spectra (lj: mtt, pTt, yt, ytt; ll: mtt, ytt), and treatment of 

two-point☨ systematic correlations (impact of stat corrs small, but non-negligible)

tension observed with lepton+jet yt, ytt distributions

other spectra fit well individually; 

in combination, quality sensitive to treatment of two-point 

systematics, especially parton shower uncertainty
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ATLAS-PHYS-PUB-2018-017

NEW ATLASepWZtop18 pdf: HERA I+II + ATLAS W,Z + ATLAS ttbar ( mtt+pTt (lj) + ytt (ll) )
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ATLAS ptZ JHEP09 (2014) 145 
EPJ C76 (2016) 291

sensitive to pdfs, especially gluon

experimentally, very precise 
ATLAS: ee, μμ channels; combined precision better than 0.5% precision for pt < 100 GeV

theoretically challenging – low pt region dominated by soft particle emission (resummation, shower models); 

high pt region dominated by emission of hard partons (pdfs)
18(NNLO available; APPLfast grids on the way)



ATLAS prompt photon PLB 770 (2017) 473
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isolated photons: mainly sensitive to gluon at medium to high x

• clean experimental environment
• cf. JETPHOX (NLO QCD)             

theory uncertainties dominate across 
most of phase space

• measurements available at 
different CM energies – similar Et, 
Q2 regions sample different x

• NNLO corrections available           
PRL 118 (2017) 222001

(syst uncerts. 5 – 19% at highest Etγ; lumi uncert: 2.1%)

(see, also, talk by: G. Callea)
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Figure 22: Left plot: one of the Feynman diagrams for single top production at leading order, illustrating its sensitivity
to the b quark PDF. Right plot: comparison of the theoretical predictions for the ratio Rt = �t/�t̄ from di↵erent PDF
sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391].

Single top production
In addition to top quark pair production, single top production can also provide in principle useful PDF–

sensitive information. Such a process can proceed via the scattering of a bottom quark with a light quark,
see Fig. 22 (left) for a typical diagram, and will therefore provide information about the b quark PDF. In
addition, due to the presence of the b quark in the initial state, it provides an important testing ground for the
di↵erent heavy quark flavour schemes used in the calculation, analogously to those described in Sect. 2.5 for
the case of DIS structure functions. That is, it is possible to use a n f = 4 massive scheme, a n f = 5 massless
scheme, or a matched scheme interpolating between the two, see the discussion in Refs. [386, 387].

State of the art calculations of this process are based on NNLO QCD theory both for the total cross
sections and for di↵erential distributions [388, 389], and LHC measurements at 8 TeV and 13 TeV of total
cross sections (including ratios of top to anti–top production) as well as single inclusive distributions are
already available [390, 391], although some of them only in preliminary form.

Moreover, since the production of top and antitop quarks is generated by di↵erent initial–state partons,
cross section ratios such as Rt ⌘ �t/�t̄ can provide important information on the quark flavour separation
of the proton, specifically in the ratio u/d between valence up and down quarks at large-x. To illustrate this
point, we show in Fig. 22 (right) a comparison of the theoretical predictions for the Rt ratio from di↵erent
PDF sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391]. While experimental

uncertainties are still large, due to the limited statistics, we can see that the measurement may eventually
become sensitive to di↵erences between PDF sets.

In addition, similar comparisons could also be performed for di↵erential distributions, either at the
level of top kinematic variables or observable quantities constructed from leptons and b–jets. In the case
of the ATLAS 8 TeV measurements [391], these distributions are provided including the full experimental
covariance matrix, and therefore all the ingredients are available in order to quantify for the first time the
impact of the LHC single top production data on the PDFs.

3.8. Charm production in pp collisions
In this section we discuss the impact of open D meson production at hadron colliders on the gluon at

small x.

49

single top

Figure 22: Left plot: one of the Feynman diagrams for single top production at leading order, illustrating its sensitivity
to the b quark PDF. Right plot: comparison of the theoretical predictions for the ratio Rt = �t/�t̄ from di↵erent PDF
sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391].

Single top production
In addition to top quark pair production, single top production can also provide in principle useful PDF–

sensitive information. Such a process can proceed via the scattering of a bottom quark with a light quark,
see Fig. 22 (left) for a typical diagram, and will therefore provide information about the b quark PDF. In
addition, due to the presence of the b quark in the initial state, it provides an important testing ground for the
di↵erent heavy quark flavour schemes used in the calculation, analogously to those described in Sect. 2.5 for
the case of DIS structure functions. That is, it is possible to use a n f = 4 massive scheme, a n f = 5 massless
scheme, or a matched scheme interpolating between the two, see the discussion in Refs. [386, 387].

State of the art calculations of this process are based on NNLO QCD theory both for the total cross
sections and for di↵erential distributions [388, 389], and LHC measurements at 8 TeV and 13 TeV of total
cross sections (including ratios of top to anti–top production) as well as single inclusive distributions are
already available [390, 391], although some of them only in preliminary form.

Moreover, since the production of top and antitop quarks is generated by di↵erent initial–state partons,
cross section ratios such as Rt ⌘ �t/�t̄ can provide important information on the quark flavour separation
of the proton, specifically in the ratio u/d between valence up and down quarks at large-x. To illustrate this
point, we show in Fig. 22 (right) a comparison of the theoretical predictions for the Rt ratio from di↵erent
PDF sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391]. While experimental

uncertainties are still large, due to the limited statistics, we can see that the measurement may eventually
become sensitive to di↵erences between PDF sets.

In addition, similar comparisons could also be performed for di↵erential distributions, either at the
level of top kinematic variables or observable quantities constructed from leptons and b–jets. In the case
of the ATLAS 8 TeV measurements [391], these distributions are provided including the full experimental
covariance matrix, and therefore all the ingredients are available in order to quantify for the first time the
impact of the LHC single top production data on the PDFs.

3.8. Charm production in pp collisions
In this section we discuss the impact of open D meson production at hadron colliders on the gluon at

small x.

49

20JHEP04 (2017) 086 

Rt = σ(tq)/σ(tbarq)



impact of LHC data on modern global pdf fits

21

4−10 3−10 2−10 1−10
       x  

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

) [
re

f] 
2

) /
 g

 ( 
x,

 Q
2

g 
( x

, Q

=0.118SαABMP16 

=0.1147SαABMP16 

NNLO, Q = 100 GeV

4−10 3−10 2−10 1−10
       x  

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

) [
re

f] 
2

 ( 
x,

 Q
Σ

) /
 

2
 ( 

x,
 Q

Σ

=0.118SαABMP16 

=0.1147SαABMP16 

NNLO, Q = 100 GeV

Figure 54: The gluon (left) and quark singlet (right) PDFs in ABMP16 at Q = 100 GeV, comparing the results obtained
with their best-fit ↵s(mZ) = 0.1147 with those with ↵s(mZ) = 0.118 used to compare with the other PDF sets.
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Figure 55: Left: comparison of the NNPDF3.1 NNLO global fit at Q = 100 GeV with the corresponding fits where the
Z pT , top quark, or inclusive jet data have been removed. Right: same, now comparing with the NNPDF3.1 NNLO
fit where the ATLAS and CMS 7 TeV inclusive jet data have been treated using exact NNLO theory, from [169].

It is worth emphasising that until recently, the gluon at large-x was only constrained in the PDF fit by
inclusive jet production data, and to a lesser extent by DIS data via scaling violations. However, there are
now at least three datasets available with which constrain the large-x gluon, namely inclusive jets, the pT
distribution of Z bosons, and top quark di↵erential distributions. In all cases, NNLO calculations are now
available. To illustrate the robustness of the resulting gluon, in Fig. 55 (Left) we show a comparison of
the NNPDF3.1 NNLO global fit at Q = 100 GeV with the corresponding fits where the Z pT , top quark,
or inclusive jet data have been removed. We observe that the four fits agree within PDF uncertainties,
highlighting that these three families of processes have statistically consistent pulls on the large-x gluon.

Another consideration that is relevant for the determination of the large-x gluon in a PDF analysis are
the settings for the theoretical calculations used for the inclusive jet cross sections. Until 2016, only the
NLO calculation was available, and di↵erent groups treated jet data in di↵erent ways, either adding the
NLO scale errors as additional systematic uncertainties as in CT14 and NNPDF3.1, using the threshold
approximation to the full NNLO result as in MMHT14, or excluding jet data altogether as advocated by
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global pdf fitters actively including LHC 
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many measurements shown in this talk 
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ATLAS has extensive and growing portfolio of pdf-sensitive measurements 

only a tiny subset presented here – others not discussed here include: 

LM/HM DY; W+c; QCD jets at 2.76,7,8 TeV; many more top measurements; W,Z+Jets; …

measurements of same process at different CM energies, and ratio 
measurements (EG. of different processes, or same process at different energies) 

with partially cancelling systematics can provide significant pdf constraints

new ATLAS NNLO QCD pdf, incl. top quark pair differential cross sections

NNLO QCD calculations available for other important physics processes –
developments in grid technology (APPLfast) mean these data should be useable in 

rigorous NNLO pdf fits in the near future

still much to come from ATLAS from both Run 1 and Run 2 SM analyses
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Figure 24: Di↵erential cross-section measurement d�/d|y`` | for Z/�⇤ ! `` in the central-rapidity low-mass region
(left), the central-rapidity high-mass region (middle), and the forward-rapidity high-mass region (right). Predictions
computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared to the
data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced within
each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty and
the statistical uncertainty of the calculation.

Data set n.d.f. ABM12 CT14 MMHT14 NNPDF3.0 ATLAS-epWZ12

W+ ! `+⌫ 11 11|21 10|26 11|37 11|18 12|15
W� ! `�⌫̄ 11 12|20 8.9|27 8.1|31 12|19 7.8|17
Z/�⇤ ! `` (m`` = 46 � 66 GeV) 6 17|21 11|30 18|24 21|22 28|36
Z/�⇤ ! `` (m`` = 66 � 116 GeV) 12 24|51 16|66 20|116 14|109 18|26
Forward Z/�⇤ ! `` (m`` = 66 � 116 GeV) 9 7.3|9.3 10|12 12|13 14|18 6.8|7.5
Z/�⇤ ! `` (m`` = 116 � 150 GeV) 6 6.1|6.6 6.3|6.1 5.9|6.6 6.1|8.8 6.7|6.6
Forward Z/�⇤ ! `` (m`` = 116 � 150 GeV) 6 4.2|3.9 5.1|4.3 5.6|4.6 5.1|5.0 3.6|3.5
Correlated �2 57|90 39|123 43|167 69|157 31|48

Total �2 61 136|222 103|290 118|396 147|351 113|159

Table 17: Values of �2 for the predictions using various PDF sets split by data set with the respective number
of degrees of freedom (n.d.f.). The contribution of the penalty term constraining the shifts of experimental and
theoretical correlated uncertainties is listed separately in the row labelled “Correlated �2”, see Eq. (16). The values
to the left (right) of the vertical line refer to �2 when the PDF uncertainties are included (excluded) in the evaluation.

Section 7. 6 The predictions with the MMHT14 and ATLAS-epWZ12 sets have a total �2 increased by
about ten units compared to CT14, while the ABM12 and NNPDF3.0 predictions exhibit a larger tension
with the data. The poorer description of the Z/�⇤ ! `` data in the low mass region m`` = 46–66 GeV
may reflect the enhanced theoretical uncertainties below the Z peak, which are not included in the �2

calculation.

Profiling PDFs, by introducing the data presented here, provides a shifted set of parton distributions with
generally reduced uncertainties. Given the previous observation [38] of an enlarged strangeness fraction
of the light sea, the e↵ect of the data on the strange-quark distribution is examined. This is illustrated
in Figure 25, where the ratio Rs(x) = (s(x) + s̄(x))/(ū(x) + d̄(x)) is shown for two selected PDF sets,
MMHT14 and CT14, before and after profiling, at a scale of Q2 = 1.9 GeV2. The uncertainties of Rs are

6 The �2 for the CT10 NNLO PDF set [62] is similar to that of CT14.
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ultimate precision W,Z differential cross sections

��W+ ��W� ��Z

[%] [%] [%]

Trigger e�ciency 0.08 0.07 0.05
Reconstruction e�ciency 0.19 0.17 0.30
Isolation e�ciency 0.10 0.09 0.15
Muon pT resolution 0.01 0.01 <0.01
Muon pT scale 0.18 0.17 0.03
Emiss

T soft term scale 0.19 0.19 �

Emiss
T soft term resolution 0.10 0.09 �

Jet energy scale 0.09 0.12 �

Jet energy resolution 0.11 0.16 �

Signal modelling (matrix-element generator) 0.12 0.06 0.04
Signal modelling (parton shower and hadronization) 0.14 0.17 0.22
PDF 0.09 0.12 0.07
Boson pT 0.18 0.14 0.04
Multijet background 0.33 0.27 0.07
Electroweak+top background 0.19 0.24 0.02
Background statistical uncertainty 0.03 0.04 0.01
Unfolding statistical uncertainty 0.03 0.03 0.02

Data statistical uncertainty 0.04 0.04 0.08

Total experimental uncertainty 0.61 0.59 0.43

Luminosity 1.8

Table 6: Relative uncertainties �� in the measured integrated fiducial cross sections times branching ratios in the
muon channels. The e�ciency uncertainties are partially correlated between the trigger, reconstruction and isolation
terms. This is taken into account in the computation of the total uncertainty quoted in the table.
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μ channel
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��W+ ��W� ��Z ��forwardZ

[%] [%] [%] [%]
Trigger e�ciency 0.03 0.03 0.05 0.05
Reconstruction e�ciency 0.12 0.12 0.20 0.13
Identification e�ciency 0.09 0.09 0.16 0.12
Forward identification e�ciency � � � 1.51
Isolation e�ciency 0.03 0.03 � 0.04
Charge misidentification 0.04 0.06 � �
Electron pT resolution 0.02 0.03 0.01 0.01
Electron pT scale 0.22 0.18 0.08 0.12
Forward electron pT scale + resolution � � � 0.18
Emiss

T soft term scale 0.14 0.13 � �
Emiss

T soft term resolution 0.06 0.04 � �
Jet energy scale 0.04 0.02 � �
Jet energy resolution 0.11 0.15 � �
Signal modelling (matrix-element generator) 0.57 0.64 0.03 1.12
Signal modelling (parton shower and hadronization) 0.24 0.25 0.18 1.25
PDF 0.10 0.12 0.09 0.06
Boson pT 0.22 0.19 0.01 0.04
Multijet background 0.55 0.72 0.03 0.05
Electroweak+top background 0.17 0.19 0.02 0.14
Background statistical uncertainty 0.02 0.03 <0.01 0.04
Unfolding statistical uncertainty 0.03 0.04 0.04 0.13
Data statistical uncertainty 0.04 0.05 0.10 0.18
Total experimental uncertainty 0.94 1.08 0.35 2.29
Luminosity 1.8

e channel
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which is defined similarly to Eq. (16) and accounts for the various sources of correlated and uncorrelated
uncertainties. The definition of �2

i with scaled uncertainties is given by Eq. (17) and discussed there.
This particular form is of higher importance in this context, as the relative uncertainties of the HERA data
points can be large in parts of the phase space. The use of this form of �2

i leads to a logarithmic term,
introduced in Ref. [125], arising from the likelihood transition to �2. The contribution to the �2 from
the last two sums related to the nuisance parameter constraints and the logarithmic term is referred to as
“correlated + Log penalty” later.

The optimal functional form for the parameterization of each parton distribution is found through a para-
meter scan requiring �2 saturation [126, 127]. The general form is of the type AixBi(1� x)Ci Pi(x) for each
parton flavour i. The scan starts with the contribution of the factors Pi(x) = (1 + Dix + Eix2)eFi x set to
unity by fixing the parameters Di = Ei = Fi = 0 for all parton flavours. The parameter Ag is constrained
by the momentum sum rule relating the sum of the quark and gluon momentum distribution integrals,
while the parameters Auv and Adv are fixed by the up and down valence-quark number sum rules. The
assumption that ū = d̄ as x ! 0 implies that Aū = Ad̄ and Bū = Bd̄. The procedure thus starts with ten
free parameters and, subsequently, additional parameters are introduced one at a time.8 A parameteriza-
tion with 15 variables is found to be su�cient to saturate the �2 value after minimization, i.e. no further
significant �2 reduction is observed when adding further parameters. The final parameterization used to
describe the parton distributions at Q2 = Q2

0 is:

xuv(x) = Auv xBuv (1 � x)Cuv (1 + Euv x2) ,
xdv(x) = Adv xBdv (1 � x)Cdv ,

xū(x) = AūxBū(1 � x)Cū ,

xd̄(x) = Ad̄ xBd̄ (1 � x)Cd̄ ,

xg(x) = AgxBg(1 � x)Cg � A0gx
B0g(1 � x)C0g ,

xs̄(x) = As̄xBs̄(1 � x)Cs̄ , (22)

where Aū = Ad̄ and Bs̄ = Bd̄ = Bū. Given the enhanced sensitivity to the strange-quark distribution
through the ATLAS data, As̄ and Cs̄ appear as free parameters, assuming s = s̄. The experimental data
uncertainties are propagated to the extracted QCD fit parameters using the asymmetric Hessian method
based on the iterative procedure of Ref. [128], which provides an estimate of the corresponding PDF
uncertainties.

7.2 Fit results

The �2 values characterizing the NNLO QCD fit to the ATLAS Drell–Yan and HERA DIS data are
listed in Table 18. The fit describes both the HERA and the ATLAS data well. Most of the correlated
systematic uncertainties are shifted by less than one standard deviation and none are shifted by more than
twice their original size in the fit. The overall normalization is shifted by less than half of the luminosity
uncertainty of 1.8%. The only significant departure from a partial �2/n.d.f. ⇠ 1 is seen for the low-mass
Z/�⇤ ! `` data. Here the K-factors are large, and the theoretical uncertainties, such as the FEWZ-
DYNNLO di↵erence, are sizable. As described below, this part of the data has little influence on the
extracted PDFs.

8 An exception is the introduction of a negative term in the gluon parameterization, �A0gx
B0g (1� x)C0g , for which two parameters,

A0g and B0g, are introduced simultaneously. As in Ref. [32], the parameter C0g is fixed to a large value, chosen to be C0g = 25 �
Cg to suppress the contribution at large x.
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free parameters and, subsequently, additional parameters are introduced one at a time.8 A parameteriza-
tion with 15 variables is found to be su�cient to saturate the �2 value after minimization, i.e. no further
significant �2 reduction is observed when adding further parameters. The final parameterization used to
describe the parton distributions at Q2 = Q2

0 is:

xuv(x) = Auv xBuv (1 � x)Cuv (1 + Euv x2) ,
xdv(x) = Adv xBdv (1 � x)Cdv ,
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ensuring ubar=dbar as x→0:
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introduced in Ref. [125], arising from the likelihood transition to �2. The contribution to the �2 from
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xū(x) = AūxBū(1 � x)Cū ,
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through the ATLAS data, As̄ and Cs̄ appear as free parameters, assuming s = s̄. The experimental data
uncertainties are propagated to the extracted QCD fit parameters using the asymmetric Hessian method
based on the iterative procedure of Ref. [128], which provides an estimate of the corresponding PDF
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di↵erential cross-section data (right).
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Figure 26: Distribution of xū (left), xd̄ (middle) and xs (right) PDFs as a function of Bjorken-x at a scale of Q2 =
1.9 GeV2 for the MMHT14 PDF set before and after profiling.

seen to be significantly reduced and the central values, at x ' 0.023, increased towards unity, supporting
the hypothesis of an unsuppressed strange-quark density at low x.

The sea-quark distributions, xū, xd̄ and xs̄, before and after profiling with the MMHT14 set, are shown
in Figure 26. The strange-quark distribution is significantly increased and the uncertainties are reduced.
This in turn leads to a significant reduction of the light sea, xū + xd̄, at low x, resulting from the tight
constraint on the sum 4ū + d̄ + s̄ from the precise measurement of the proton structure function F2 at
HERA. Some reduction of the uncertainty is also observed for the valence-quark distributions, xuv and
xdv, as is illustrated in Figure 27 for the CT14 and MMHT14 sets.
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• profiling exercise to study impact of ATLAS W, Z  (4.6 pb-1) differential cross sections on 
proton pdfs from global fitters
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energy dependence well described

ATLAS inclusive W, Z
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ATLAS inclusive W, Z

• impact of unsuppressed strange on W,Z inclusive cross sections
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Figure 10: Comparison of the measured dijet cross-sections and the NLO pQCD predictions shown as the ratios
of predictions to the measured cross-sections. The ratios are shown as a function of the jet mj j in six y⇤ bins for
anti-kt jets with R = 0.4. The predictions are calculated using NLOJET++ with three di↵erent PDF sets (CT14,
HERAPDF 2.0, ABMP16) and non-perturbative and electroweak corrections are applied. The uncertainties of the
predictions, shown by the coloured lines, include all the uncertainties discussed in Section 9. The grey bands
show the total data uncertainty including both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and
statistical uncertainties.

Pobs
Rapidity ranges CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16

pmax
T

|y| < 0.5 67% 65% 62% 31% 50%
0.5  |y| < 1.0 5.8% 6.3% 6.0% 3.0% 2.0%
1.0  |y| < 1.5 65% 61% 67% 50% 55%
1.5  |y| < 2.0 0.7% 0.8% 0.8% 0.1% 0.4%
2.0  |y| < 2.5 2.3% 2.3% 2.8% 0.7% 1.5%
2.5  |y| < 3.0 62% 71% 69% 25% 55%

pjet
T

|y| < 0.5 69% 67% 66% 30% 46%
0.5  |y| < 1.0 7.4% 8.9% 8.6% 3.4% 2.0%
1.0  |y| < 1.5 69% 62% 68% 45% 54%
1.5  |y| < 2.0 1.3% 1.6% 1.4% 0.1% 0.5%
2.0  |y| < 2.5 8.7% 6.6% 7.4% 1.0% 3.6%
2.5  |y| < 3.0 65% 72% 72% 28% 59%

Table 2: Summary of observed Pobs values from the comparison of the inclusive jet cross-section and the NLO
pQCD prediction corrected for non-perturbative and electroweak e↵ects for various PDF sets, for the two scale
choices and for each rapidity bin of the measurement.
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Figure 11: Ratios of the NLO and NNLO pQCD predictions to the measured inclusive jet cross-sections, shown
as a function of the jet pT in six |y| bins for anti-kt jets with R = 0.4. The NLO predictions are calculated using
NLOJET++ with the MMHT 2014 NLO PDF set. The NNLO predictions are provided by the authors of Refs. [15,
16] using NNLOJET with pjet

T as the QCD scale and the MMHT 2014 NNLO PDF set. Non-perturbative and
electroweak corrections are applied to the predictions. The NLO and NNLO uncertainties are shown by the coloured
lines, including all the uncertainties discussed in Section 9. The grey bands show the total data uncertainty including
both the systematic (JES, JER, unfolding, jet cleaning, luminosity) and statistical uncertainties.

�2/dof CT14 MMHT 2014 NNPDF 3.0 HERAPDF 2.0 ABMP16all |y| bins
pmax

T 419/177 431/177 404/177 432/177 475/177
pjet

T 399/177 405/177 384/177 428/177 455/177

Table 3: Summary of �2/dof values obtained from a global fit using all pT and rapidity bins, comparing the inclusive
jet cross-section and the NLO pQCD prediction corrected for non-perturbative and electroweak e↵ects for several
PDF sets and for the two scale choices. All the corresponding p-values are⌧ 10�3.

23



 [GeV]
T
p

210 210´2 310 310´2
0.8
0.9

1
1.1
1.2 1.5<y||£1.0  [GeV]

T
p

210 210´2 310 310´2

0.8
0.9

1
1.1
1.2 1.0<y||£0.5  [GeV]

T
p

210 210´2 310 310´2

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4
1.6 0.5<|y|

 [GeV]
T
p

210 210´2 310 310´2
0.5

1
1.5

2
2.5 3.0<y||£2.5  [GeV]

T
p

210 210´2 310 310´2
0.6
0.8

1
1.2
1.4
1.6 2.5<y||£2.0  [GeV]

T
p

210 210´2 310 310´2

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 2.0<y||£1.5 ATLAS

-1fb3.2 --1nb81=L

 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP kÄ EW kÄ

max
T
p = 

F
µ = 

R
µ

CT14

HERAPDF 2.0

ABMP16

ATLAS inclusive jets cf. NLO QCD

31

JHEP05 (2018) 195



ATLAS inclusive jets cf. NNLO QCD

32

scale: ptmax

JHEP05 (2018) 195

 [GeV]
T
p

210 210´2 310 310´2
0.8
0.9

1
1.1
1.2
1.3
1.4 1.5<y||£1.0  [GeV]

T
p

210 210´2 310 310´2

0.8
0.9

1
1.1
1.2
1.3
1.4 1.0<y||£0.5  [GeV]

T
p

210 210´2 310 310´2

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 0.5<|y|

 [GeV]
T
p

210 210´2 310 310´2
0.5

1
1.5

2
2.5 3.0<y||£2.5  [GeV]

T
p

210 210´2 310 310´2
0.6
0.8

1
1.2
1.4
1.6 2.5<y||£2.0  [GeV]

T
p

210 210´2 310 310´2

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 2.0<y||£1.5 ATLAS

-1fb3.2 --1nb81=L

 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP kÄ EW kÄ

NNLO QCD

NP kÄ EW kÄ

max
T
p = 

F
µ = 

R
µ

NLO
MMHT 2014 NLO

NNLO
MMHT 2014 NNLO



 [GeV]
T
p

210 210´2 310 310´2
0.8
0.9

1
1.1
1.2
1.3
1.4 1.5<y||£1.0  [GeV]

T
p

210 210´2 310 310´2

0.8
0.9

1
1.1
1.2
1.3
1.4 1.0<y||£0.5  [GeV]

T
p

210 210´2 310 310´2

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 0.5<|y|

 [GeV]
T
p

210 210´2 310 310´2
0.5

1
1.5

2
2.5 3.0<y||£2.5  [GeV]

T
p

210 210´2 310 310´2
0.6
0.8

1
1.2
1.4
1.6 2.5<y||£2.0  [GeV]

T
p

210 210´2 310 310´2

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 2.0<y||£1.5 ATLAS

-1fb3.2 --1nb81=L

 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP kÄ EW kÄ

NNLO QCD

NP kÄ EW kÄ
jet
T
p = 

F
µ = 

R
µ

NLO
MMHT 2014 NLO

NNLO
MMHT 2014 NNLO

ATLAS inclusive jets at NNLO QCD

33

scale: ptjet

JHEP05 (2018) 195



 [GeV]jjm
210´3 310 310´2 410

0.6
0.8

1
1.2
1.4 1.5 y*<£1.0  [GeV]jjm

210´3 310 310´2 410
0.6
0.8

1
1.2
1.4 1.0 y*<£0.5  [GeV]jjm

210´3 310 310´2 410

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 0.5y*<

 [GeV]jjm
210´7 310 310´2 410

0.5

1

1.5

2 3.0 y*<£2.5  [GeV]jjm
210´7 310 310´2 410

0.8
1

1.2
1.4
1.6 2.5 y*<£2.0  [GeV]jjm

210´7 310 310´2 410

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 2.0 y*<£1.5 ATLAS

-1fb3.2 --1nb81=L

 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP kÄ EW kÄ

exp(0.3y*)
T
p = µ

CT14

MMHT 2014

NNPDF 3.0

ATLAS dijets at NLO QCD

34

JHEP05 (2018) 195



 [GeV]jjm
210´3 310 310´2 410

0.6
0.8

1
1.2
1.4 1.5 y*<£1.0  [GeV]jjm

210´3 310 310´2 410
0.6
0.8

1
1.2
1.4 1.0 y*<£0.5  [GeV]jjm

210´3 310 310´2 410

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 0.5y*<

 [GeV]jjm
210´7 310 310´2 410

0.5

1

1.5

2 3.0 y*<£2.5  [GeV]jjm
210´7 310 310´2 410

0.8
1

1.2
1.4
1.6 2.5 y*<£2.0  [GeV]jjm

210´7 310 310´2 410

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4 2.0 y*<£1.5 ATLAS

-1fb3.2 --1nb81=L

 = 13 TeVs

=0.4R tanti-k

Data

NLO QCD

NP kÄ EW kÄ

exp(0.3y*)
T
p = µ

CT14

HERAPDF 2.0

ABMP16

ATLAS dijets at NLO QCD

35

JHEP05 (2018) 195



top quark pair and Z cross sections and ratios

36

 [p
b]

s

200

400

600

800

1000

data
 totald
 uncorrelatedd

ATLAS
-113 TeV, 3.2 fb
-18 TeV, 20.2 fb

-17 TeV, 4.6 fb

 Z) ®(pp  Z
fids

 [TeV]s
13 8 7

Pr
ed

./D
at

a

0.95
1

1.05

 [p
b]

s
200

400

600

800

1000
) t t®(pp  tt

tots

ABM12
CT14
NNPDF3.0
MMHT14
ATLAS-epWZ12
HERAPDF2.0

 [TeV]s
13 8 7

Pr
ed

./D
at

a

0.95
1

1.05

ttbar and Z inclusive cross sections and their ratios, plus ratios at different CM 

(7,8,13 TeV)
JHEP02 (2017) 117

state-of-the-art theory: Z: NLO QCD (DYNNLO) + NLO EW (FEWZ); ttbar: NNLO+NNLL (Top++)
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ATLAS top quark pair differential cross sections
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lepton+jets spectra

ptT and yt ptT and yt ptT and mtt ptT and mtt

with statistical without statistical with statistical without statistical

correlations correlations correlations correlations

Total �2/NDF 1264 / 1068 1260 / 1068 1290 / 1070 1287 / 1070

Partial �2/NDP HERA 1148 / 1016 1147 / 1016 1162 / 1016 1162 / 1016

Partial �2/NDP ATLAS W,Z/�⇤
82.7 / 55 83.5 / 55 83.2 / 55 83.1 / 55

Partial �2/NDP ATLAS tt̄ 33 / 13 30 / 13 45 / 15 42 / 15

lepton+jets spectra

ptT and yt ptT and mtt ptT and mtt

decorrelate decorrelate decorrelate

2-point uncertainties 2-point uncertainties parton-shower model uncertainty

Total �2/NDF 1259 / 1068 1247 / 1070 1248 / 1070

Partial �2/NDP HERA 1147 / 1016 1154 / 1016 1153 / 1016

Partial �2/NDP ATLAS W,Z/�⇤
83.9 / 55 81.9 / 55 81.6 / 55

Partial �2/NDP ATLAS tt̄ 27.8 / 13 11.5 / 15 14.1 / 15

NEW ATLAS-PHYS-PUB-2018-017



ATLAS W+Jets
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JHEP05 (2018) 077

W+Jets: mainly sensitive to 
gluon at medium x



ATLAS High Mass Drell Yan

43

JHEP08 (2016) 009

• sensitive to quarks, quark flavour at high x  (complementary to Z peak measurements)
• important contribution from irreducible photon induced (PI) contribution:

ATLAS HM DY yields information on photon 
content of protonHigh Mass: 116 < mll < 1500 GeV
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PLB 761 (2016) 136

• wealth of top quark pair total and 
differential cross section measurements

• mainly constrains high x gluon; also sensitive to 
quarks at large top-pt and mtt

• yet more measurements to come

Phys Rev D94 (2016) 092003
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dileptons

lepton+jet*

*NNLO calcs. available in fastNLO format, arXiv:1704.08551, and refs. therein


