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• Part of STFC Central Laser Facility at Harwell Campus

• National imaging facility with peer-reviewed, funded 

access

• Located in Research Complex at Harwell

• Cluster of microscopes and lasers and expert end-to-end 

multidisciplinary support

ARTEMISASTRA GEMINI VULCAN ULTRA OCTOPUS

Laser applications in the physical and 

life sciences (materials, chemistry, 

biology)

High-power, ultra-intense lasers for 

extreme conditions science & 

applications
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Molecular interactions in cancer



3D lightsheet microscopy

2048x2048px

3h30min@10Hz1Terabyte

20min@100Hz1Terabyte

5 days to preprocess on 100 

cores

Keller and Ahrens, https://doi.org/10.1016/j.neuron.2014.12.039

https://doi.org/10.1016/j.neuron.2014.12.039


Challenge

• Effective integration and delivery across OCTOPUS 

– Changing variety and combinations of

• studies, samples, instrumental and analysis techniques, 

platforms, licensing models, dataset types, computing 

architectures, algorithms

– Challenging image analysis – often very manual

– User expertise (or lack of it) in numerical/computational 

work

– Metadata – often limits ability to exploit large studies



Vision

• Flexible integration of data and computation across OCTOPUS

– From start to end of studies, across all methods in study

– Robust, quantitative, automated approach to data analysis, 

visualisation and management

– Enable step change in capability through development and 

integration of varied data and algorithms

Make current tour-de-force experiments routine

Multi-technique bioimaging solutions centre of excellence

with data exploitation to match advanced instrumentation and 

lead new developments



Need
• Enable facility scientists to focus on science with users

– Access to data management, storage and 

computation resources

• efficient

• scalable

• secure

• reliable

• on- and off-site access

• convenient (for facility staff and users)

• supported

• Predominantly a middleware challenge at present 

– ALC 

– Looking forward to hardware bottleneck…



Approaches – WIP
• Colocate data and compute infrastructure

• Loose coupling of components, abstraction of data types and computation 

needs

• Currently ~20 in-house analysis workstations

– Quite manual but improving

– Remote access VPN + RDP/X2Go unreliable

– Use the DAaaS system instead – with our workstations and cloud

• Secure fileservers following ICAT data ownership (SSSD)

• User and group management system linked to ICAT, AD, CLF User Office

• SCARF – with Singularity + SMBNETFS

• ICAT Job Portal (IJP)



ICAT Job Portal

• Robust, secure and flexible data and 

job management system

• Loosely coupled

– Configurable dataset and job types 

(options, metadata)

– Wrapper scripts for existing software

• Data and computation located on-site

• Batch and interactive jobs

• Underlying data storage ICAT

• Stores raw and processed data

• On- and off-site access via web-

portal and integrated remote desktop

Fisher, Phipps & Rolfe, IWSG, 2013



Needs for UK T0

– Network - speed, reliability and testing

• On campus, between labs and datacentres

• To end users

• For reliable, usable remote desktop and data transfer

– Flexible storage, backup, archiving solutions

• Capacity and performance

• Currently ~30TB fileserver backup takes ~5 weeks…

– Cloud

• High-end nodes with and without GPU

– SCARF

• Maybe less important than cloud in the future (not much MPI)



Future
– Automation of experiments

• machine learning, instrumentation and data acquisition

– High throughput experiments, on-the-fly analysis

– Link to/develop richer metadata – generic and subject specific

– Make larger scale studies routine

– Greater integration of different methods, more correlative 

approaches

– Scalable software will move bottlenecks to hardware… 
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