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Why	this	talk?	
2	



What	does	opera&ons	cover?	

Here’s	one	model	
developed	a	few	years	ago	
largely	from	opera&ng	HEP	
distributed	compu&ng		
ac&vi&es	for	many	years.	
	
The	lists	and	examples	
given	on	the	following	
slides	are	only	intended	to	
be	illustra&ve	and	are	not	
exhaus&ve.	This	overview	is	
to	encourage	thinking	
about	these	topics.	
	
There	are	overlaps	between	
categories.		
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Support	

Who?	
•  Users	of	the	resources	
•  Poten&al/new	users	
•  Staff	opera&ng	the	

infrastructure	
•  Surrounding	groups	

impacted	by	the	
infrastructure	

How?	
•  Ticke&ng	system	
•  Support	team	
•  Documenta&on	
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Accoun&ng/usage	

Who?	
•  Management	
•  Funders	
•  Organisa&ons	
•  Users	
	
Why?	
•  Fair	use	
•  Repor&ng	progress	
•  Understanding	usage	

How?	
•  Na&ve	tools/queries	
•  Parsing	logs	->	repo	
•  Benchmarking	
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(Common)	Service	provision	

Who?	
•  Users	
•  Organisa&ons	
	
Why?	
•  Technical	competence	
•  Economies	

How/examples?	
•  Job	submission	system	
•  Catalogues	
•  Helpdesk	
•  Informa&on	portal	
•  Cer&ficate	Authority	
•  Wiki	
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Security	

For	who?	
•  Providers	
•  Users	(data)	
•  Administrators	
	
Why?	
•  Resource	targets.	
•  Decrease	disrup&on	
•  Ensure	proper	use	
	
How?	
•  Monitoring	(Paki&)	
•  Network	monitoring	
•  Security	Ops	Centre	
•  Tracking	OS/MW	patching	
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Monitoring	

For	who?	
•  Users	
•  Administrators	
	
Why?	
•  Maintain	availability	
•  Spot	issues	before	users	
•  Maximise	u&lisa&on	
•  Improve	efficiency	
	
How?	
•  Automated	checks	
•  Metric	based	reports	
•  Team/on-duty	checks	
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“Soeware”	

For	who?	
•  Users	
•  Service	providers	
•  Operators	
	
Why?	
•  New	releases	
•  New	components	
•  Running	on	new	plagorms	

How?	
•  Repositories	
•  Verifica&on	
•  Staged	rollout	
•  Containerisa&on/images	
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“Core”	Infrastructure	

Who?	
•  Providers	
•  Users	
	
Why?	
•  Instances	shared	
•  Reduce	maintenance	
•  Exper&se		
	
How?	
•  Run	in	VMs	
•  Repositories	
•  Monitoring	services	
•  Dashboards	
•  Federa&on	services	
•  Portals	
•  Informa&on	registry	
•  CA	

	
	

10	



Interopera&on,	policy	&	management	

Who?	
•  Management	
•  Users	
•  Organisa&ons	
•  Administrators	
	
Why?	
•  Coordina&on	essen&al	
•  Best	prac&ce	
•  Contractual	implica&ons	
	
How?	
•  Mee&ngs	
•  Joint	policy	development	
•  Adop&on	of	best	prac&ce	

from	interna&onal	WGs	
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Ad-hoc/development	

Who?	
•  Users	
•  Organisa&ons	
•  Administrators	
	
Why?	
•  Technology	evolves	
•  Approaches	evolve	
	
How?	
•  Pilot	new	approaches	
•  Test	queues	
•  Landscape	reviews	
•  ….	
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What	else?	

Who?	
	
Why?	
	
How?	
	

?	•  Support	
•  Accoun&ng/usage	
•  (Common)	Service	provision	
•  Security		
•  Monitoring	
•  “Soeware”	
•  “Core”	infrastructure	
•  Interopera&on,	policy	&	management	
•  Ad-hoc/Development	
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To	get	the	discussion	started	based	on	a	quick	survey….	current	
landscape	
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