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&d» Motivation

> Analysis only with a web browser
= Available everywhere and at anytime
» Integrated with other analysis ecosystems : ROOT, R, Python, ...

> Easy to use (but powerful)
= No local installation and configuration needed

> Create easily sharable scientific results: plots, data, code

> Integration with CERN resources
= Access software, user/experiments data, mass processing power
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&D Integrating services
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&> Integrating Jupyter

4 kernels
= Python (2 or 3), ROOT C++, R and Octave
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Configurable environments through user
defined scripts
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> Jupyterhub to allow multiple Jupyter — <>
instances & User1 { & User? & Usern
= Single instance of Jupyter per user ,
= Proxy the container to the outside ~ jupyterhub JupyterHub

v

User sessions spawned as Docker
containers

= Enforces resource limits per user

= Sessions culled after 6h of inactivity
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&» Storage

> Uses EOS mass storage system
= All experiment data potentially available

» |nstalled on host, mounted on container Yser1 | ==
> User personal space, synchronized "\ oot
\ sync
thr()ugh CERNBox \\ k, Cloud Storage

= All files synced across devices, the cloud
and other users

= Based on OwnCloud =

@ CERNBOX {UserZ‘

DirectoFy
(notebooks + data)
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&d Software

> Software distributed through CVMFS

» "LCG Releases” - pack a series of
compatible packages

= Software used by researchers is
available

= Strong caching mechanisms

> Possibility to install other libraries in
user storage (CERNBox)
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&» Architecture

A

l = Jjupyterhub Web portal ]

SWAN

Container Scheduler

{;o?* Userl”do% User2] {;’f Usern]

EOS CVMFS CERNBox
(Data) (Software) (User Files)
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> Containerized version of all the infrastructure

* Includes EOS, CERNBox, CVMFS and all Swan services (Jupyter Docker image, JupyterHub)
= Available in https://github.com/cernbox/uboxed

> Easily deployable on premises
» |nstallable in Linux systems
= Based on Docker Compose

CERN
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&» New User Interface

Configure Environment

Specity the parameters that will be used to contextualise the
container which Is created for you. See the online SWAN guide
for more detalls

Software stack more

"N

Platform more

xB6_64-sic6-gccbz-opt

Environment script more

Number of cores more

2

Memory more

8GB

Spark cluster more

Hadaytic

Starting your session

Walting for swan-a004 cerr.ch
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&» New User Int

physics_analysis_using_swan_spark_template
) Y y

Share CERNBox

My Projects

N Projt <

‘e Soark
R SWAN

N Project 1

N Project 2

Integration of SWAN with Spark clusters

N ProjTest

Spark
¥ Spe This notebook demonstrates the functionaiity provided by a SWAN prototype machine that allows to officad computations to

an external Spark cluster. The Spark version we are going 10 use is 2.1.0 and we are going to connect to the analytix cluster (as

N SWAN-Spark_NXCALS_Example previously selected in the SWAN web form

N teste
Step 1 - Acquire the necessary credentials 10 access the Spark cluster.

In [1): import getpass
import os, sys, re

print(“Please enter your password®)
ret = os.system( eche T kinit® \ re.escape(getpass.getpass()))

if ret == 0: prist("Credentials created successfu
else: sys.stderr.write( Error creating credentials, return code: %s\n" % ret)
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& Sharing made easy

Share Project X

> Sharing from inside

SWAN interface

» Integration with CERNBox
API

You are sharing
Proj1

You can share with people or groups.
contacts will be able 10 see your project, including all the files
It, and clone 1

can prefix the search by “a:* 10 also look into secondary and
ACe accounts, or *g:" to only search for unix groups.

if

| §¢

Shared with

> Users can share

“Projects”

= Special kind of folder that
contains notebooks and
other files, like input data




& Sharing made easy

> Users can clone a
shared Project directly

from the Inte rface Projects shared with me

= Jupyter doesn't allow —
concurrent editing

Projects shared by me

N Projt

CERN
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& Integration with Spark

> Connection to CERN

Spark Clusters User Notebook

-&: [ docker

> User data accessed

through EOS

C v
Spark Worker

> Graphical Jupyter
extensions developed Python task Python task Python task

= Spark Connector ]
. Spark Monitor QF e IS\/ST()'H .
Spark Cluster Sp
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Integration with Spar

Spark clusters connection X Spark clusters connection

You are going 10 connect o
hadalytic

)

Trying to connect to Spark Clusters.

You can configure the following options.
Environment varables can be used via (ENV_VAR_NAME)

Add a new option
This may take a while....
|
Registering MapOutputTracker
Bundied configurations
Include NXCALS optons Registering BlockManagerMaster

Using org.apache.spark.storage.DefaultTopologyMapp
er for getting topology information

Selected configuration

° a BlockManagerMasterEndpoint up
spark_shuffie_service enabled
talse
Created local directory at /tmp/blockmgr-e3bSb0d9-
© spark driver.memory B20c-407d-al190-b76c£7c87015
29
MemoryStore started with capacity 912.3 M

© spark executorinstances
4

Registering OutputCommitCoordinator

Successfully started service 'SparkUI' on port 901
7.

Bound SparkUI to 172.17.0.9, and started at htt
p://swan006.cern.ch:9017
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Spark clusters connection

/ \
[ \
\ \/ ),
You are now connected

The following variables were instantiated

8¢ = SparkContext
spark = SparkSession

Show/Hide connection logs

X

In [5]: sc.parallelize(range(8,10)).count()
sc.parallelize(r

ge(6,20)).count()

1 EXECUTORS 4 CORES

Job 1D Job Name

Status Stages Tasks Submisssion Time Duration
»3 com v ETE  :  secons a0 o
v com v EETEE e seconds 000 os
20
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&» Architecture

RN

= Jupyterhub Web portal

Spark Worker
8"Ax Python task

Container Scheduler

Python task

{m? UserZ} {g User n }‘ i |~

8

{g User 1

Spark Master

EOS CVMFS CERNBox
(Data) (Software) (User Files) "\Z

APACHE

Spark Cluster SprK
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SWAN and the community




& CERN user community

Example notebooks at swan.web.cern.ch

- SWAN development is guided by our @ N

user community T —

» New features (libs, kernels, ...) are . P
requested by users from their real usage Basic Examples
needs

This is a gallery of basic example notebooks: click on the images to inspect the underlying document, open in SWAN the single notebooks or the full git repository!

Tbooks, based on the ROOT framework. To know more about ROOT, visit root.cern.ch.

Simple ROOTbook (C++)

> Gallery of examples
= Made in collaboration with our users
= Almost 50 notebooks in 7 categories

Oops W mispeios a e, sty POT iomed s st e . Lot 1w B cars rcpery.

Simple Fitting Simple I/0

Access with only a click CERN
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& Other collaborations

> Building block in UP2University European Project

» Bridge the gap between secondary schools, higher education, and
the research domain

= SWAN used by students to learn Physics and other Natural
Sciences

= Let the kids use the very same tools & services used by real
researchers doing Big Science at CERN

= Using Boxed distribution

LPE

CERN
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Future research




&» Future research

> Apache Guacamole

= Docker container available as remote desktop in a
browser

= Access to already configured software environment
» More complex use cases not possible with Jupyter
» j.e. access to ROOT framework

> Jupyterlab
= More complex interface
= Access to different editors
= Concurrent editing
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Conclusion




&» Conclusion

> SWAN is a CERN service that provides Jupyter Notebooks on demand

> SWAN promotes a cloud based analysis model where users can do analysis only
with their browser

> SWAN federates CERN services for software, storage and infrastructure so that
users can find what they need in the service

> SWAN fosters collaboration and results sharing between scientists

> SWAN is an Interface for Mass Processing Resources (Spark)

CERN
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SWAN: service for web based analysis

Thank you




