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UAT History, Scope

§ Goal: stress test the distributed analysis system with real users.
§ It was initially planned as an user analysis challenge in US and then it became 

an ATLAS-wide effort.
§ Special datasets have been produced for this exercise: a large AtlfastII sample, 

produced in US starting in April-May by Kaushik De, looks like first data with 
~100pb-1. I have done the validation of the sample.

§ A follow-on test to the STEP09 exercise (in June 2009) and our last one before 
data taking. 

§ Dates: October 28-30, 2009.
§ Coordinator: Jim Shank. US contact: Jim Cochran. Massimo for other clouds.
§ Day plan: First 2 days users submit jobs. 3rd day is for copying output to T3's or 

local disks (by dq2-get and DDM subscriptions).
§ Pretest: users test analysis code on small datasets, HammerCloud to verify 

sites.
§ Metric gathering, feedback: Collect site/system performance metrics as well as 

user feedback.
§ https://twiki.cern.ch/twiki/bin/view/Atlas/UserAnalysisTest
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UAT Datasets
§ Users were asked to run their usual jobs or on the following large AtlfastII samples or on 

the samples provided by physics groups.
§ Event types in the AtlfastII samples : 

§ medcut samples: JF35 sample, which is primarily multijet but with appropriate amounts of W, Z, 
J/Psi, DY, ttbar etc., that satisfy the JF35 cut (jet pt > 35 GeV) - it was noted that most W->munus 
(and Z->mumu as well) will be lost since the 35 GeV "jet cut" doesn't include muons. 

§ lowcut sample: JF17 sample with 17 GeV cut (jet pt > 17 GeV), useful for studies of lower Et 
objects. 

§ AtlfastII samples have been replicated to all Tier 1 and Tier 2 sites based on space 
availability. 
§ uat09.00000101.jetStream_lowcut.merge.AOD.a84/ 

§ total files: 9988, total size: 12434 GB 

§ uat09.00000101.jetStream_medcut.merge.AOD.a84/ 
§ total files: 2281, total size: 3239 GB 

§ uat09.00000102.jetStream_medcut.merge.AOD.a84/ 
§ total files: 2988, total size: 4243 GB 

§ uat09.00000103.jetStream_medcut.merge.AOD.a84/ 
§ total files: 7000, total size: 9946 GB 

§ uat09.00000104.jetStream_medcut.merge.AOD.a84/ 
§ total files: 10000, total size: 14208 GB 

§ uat09.00000105.jetStream_medcut.merge.AOD.a84/ 
§ total files: 19987. total size: 28404 GB

§ Samples from physics groups:  four B-physics samples and aTop physics sample. 1 copy 
per cloud, Tier-2s only.
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Oct. 28 @ ~2 pm (1)
(Panda analysis dashboard for all user jobs, Texas time)
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Oct. 28 @ ~2 pm (2)
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Oct. 28 @ ~2 pm (3)
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Oct. 29 @ ~4 pm (1)
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Oct. 29 @ ~4 pm (2)
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Oct. 29 @ ~4 pm (3)



Nurcan OzturkNurcan Ozturk 10

Oct. 30 @ midnight (1)
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Oct. 30 @ midnight (2)
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Oct. 30 @ midnight (3)
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Oct. 31 @ ~11am (1)
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Oct. 31 @ ~11am (2)
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Oct. 31 @ ~11am (3)
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Nov 2 @ ~3 am (1)
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Nov 2 @ ~3 am (2)
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Nov 2 @ ~3 am (3)



Nurcan OzturkNurcan Ozturk 19

HammerCloud Jobs During UAT

From 
Massimo
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Last Day Activity – Data Retrieval

§ Goal: test dq2-get and DDM subscriptions for data retrieval.
§ Low usage on both.
§ A jump on 11/2 at USATLAS  site for dq2-get requests.
§ Approval of DDM subscriptions by Kaushik also on 11/2.
§ No major problems, slowness of dq2-get has been reported in User Feedback.
§ Some NorduGrid usesr had difficulty on registering their grid-cert on the DDM subscription 
interface page. Mikhail has been following up.

Number of dq2-get requests 
for retrieving datasets

From  
DDM team
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User/Job Statistics

§ 54 users submitted to 70 Panda analysis sites with 
processingType=stresstest label.
§ ~90k jobs sucessfuly completed.

§ 112 users submitted to Ganga WMS sites. 60+ sited with more than 100 
jobs.
§ 108k jobs submitted. 

§ “Pure” Grid efficiency is 93%.

§ 6/7 users from NorduGrid submitted to ARC sites via Ganga and to 
Panda sites via GangaPanda. 
§ Job efficiency is over 90%.

§ HammerCloud jobs submitted during the weekend to top up to the max. 
number of jobs. 
§ ~10k jobs were run concurrently.
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UAT Job Count by Sites

From 
Kaushik
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UAT Site Efficiencies

More Jobs

From 
Kaushik
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UAT Job Count by Users

From 
Kaushik
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UAT User Efficiencies

More Jobs

From 
Kaushik
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Example from BNL Site

From 
Kaushik
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Kaushik’s Jobs

From 
Kaushik
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Error’s at BNL Long Queue

From 
Kaushik
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Panda Job Statistics (1)

§ From Saul Youssef
§ All jobs in the US Tier 2s in the past 10 days as of Nov.8

§ Finished jobs: 104,674
§ Failed excluding killed by users or panda server: 9,297

§ Failure rate  = 8.1%
§ Wasted CPU time = 70.5 cpu-days

§ The processing types of the failed jobs are: 
§ stresstest/7615
§ pathena/5615
§ hammercloud/3504
§ ganga/1308
§ prun/897
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Panda Job Statistics (2)

Likely site specific problems:
§ AGLT2
§ Get error: No such file or directory:/56
§ Get error: dccp failed with output: ec 1, output 'int'/16
§ Get error: dccp failed with output: ec 65280, output/7
§ Get error: Unexpected exception: Traceback (most recent/9
§ Unspecified error, consult log file/83
§ expired after 7 days since submission/75
§ No such file or directory/8
§ The pilot will fail the job since the remote filedoes not exist|Log put error/7
§ Transformation not installed in CEOut/3
§ MWT2
§ lsm-get failed
§ Job killed by signal 15/190
§ NET2
§ lsm-get failed
§ Pilot has no child processes (job wrapper has either crashed or did not send final status) trans/92
§ SLAC
§ Get error: Error copying the file: 256, cp: cannot stat/422
§ Failed to execute setup command/1112
§ Exception caught by pilot/203
§ None|Log put error/9
§ SWT2
§ No likely site specific problems
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Panda Job Statistics (3)

§ Likely global panda/ddm/software problem
§ Athena crash - consult log file/347
§ Athena crash - consult log fileOut/385
§ Athena core dump/35
§ Expected output file does not exist/979
§ User work directory too large/189
§ Pilot has decided to kill looping job/71
§ Athena ran out of memory trans/56
§ Unknown transExitCode error code 20libDS/21

§ Rare problems:
§ Transformation not installed in CEOut/3
§ Exception caught in/2
§ wget command failed/2
§ Adder._updateOutputs() XML is inconsistent withfilesTable/1
§ Adder._updateOutputs() could not getGUID/LFN/MD5/FSIZE/1
§ lfc_setfsizeg failed for lfn/1
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Feedback from Users (1)

§ 18 users provide feedback so far:
§ https://twiki.cern.ch/twiki/bin/view/Atlas/FirstUserFeedbackUAT
§ https://twiki.cern.ch/twiki/bin/view/Atlas/UserSurveyUAT

§ Some highlights from users:
§ “no major problem [big progress since last time]”. 
§ “will be good to had datasets register in AMI” (to get x-section, geometry, type of data, etc. 

containers could be visible through AMI? )

§ “Sporadical failures, but overall very very good performances”
§ “My job took substantial time to finish. Would be great if it had finished a little quicker”
§ “I was running my regular analysis jobs, and I did not see any significant difference. I 

got around 80% success rate”
§ “I send small grid jobs to various clouds. One at UK and site ANALY_OX never 

finished. Panda server did not send any mail about this job”
§ “I suppose the only think that might be nice is to see how many jobs are ahead of 

yours (mine) at a particular site. Perhaps this is already available through the PANDA 
monitoring page, but I can't see it”

§ “One thing I am missing in pathena is an automatic extOutStream option: if I tell via 
joboptions that want to write a root file, it would be nice if pathena could recognize this” 
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Feedback from Users (2)
§ “I am a pretty basic user, just doing basic things and running basic scripts. In the last 

~6 months I switched to using panda and every job has worked. In the past I used 
ganga, and I'm not sure that I ever got a job to work through that system (could be 
my knowledge or how things were setup at Carleton). Either way, with my basic 
demands, I find that the system and tools available are sufficient for my needs. And 
the UAT worked better than I expected. My jobs did take longer to run than usual, 
with most jobs finishing after that weekend”

§ “I've had problems with the GRID in the past, but its been more stable over the past 
year”

Feedback on data retrieval:
§ “Everything went smoothly: with dq2-get, it took ~12 hours to get the ~0.9T output 

files locally and no errors were reported. The subscription via the panda web 
interface to LIP-COIMBRA_SCRATCHDISK (Request ID 2675) had no problems and 
was finished in less than a day”

§ “Everything seemed fine, except maybe a bit slower that usual”
§ “Concerning the data retrieval, I was not able to make any subscriptions as my jobs 

and therefore my datasets were not finished/frozen. I check the data retrieval with 2 
datasets (of about 300 files each) with dq2-get tool, everything was smooth and 
easy”

Feedback on DAST: 
§ “Very prompt and helpful”
§ “I assume this is the jet stream "data" …“
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Usage in DAST Forum
12 thread opened by users in the help forum, 5 related to Panda analysis.
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https://twiki.cern.ch/twiki/bin/view/Atlas/UserAnalysisTest#UAT_site_problems_reports

§ SLAC:
§ PyUtils in release 15.1.x doesn't support xrootd 

§ Xrootd client libs in releases <= 14.4.0 have issue when large read ahead is enabled 
at site, causing data servers to be overloaded. We have to kill those jobs. This issue 
is patched by replacing xrootd client libs in those releases. 

§ Site specific issue after xrootd upgrade. 

§ User jobs access ATLAS releases frequently. Need to separate NFS server (host 
releases) form xrootd server. 

§ SWT2: 
§ HammerCloud testing prior to UAT indicated an issue with Xrootd and releases > 

15.1.0. This was patched about the same time UAT began. 

§ We began UAT with 200 jobs slots, but increased this to 300 slots within the first 12 
hours. In general, error rates were low but we notice that was an increase in the 
number of jobs killed by the pilot that were considered to be looping. This is an 
indication that there is a bottleneck getting data from the storage servers to the 
worker nodes for 300 job slots. We are in the midst of procuring additional network 
components to alleviate this issue. 

Feedback from Sites (1)
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Feedback from Sites (2)

§ MWT2:
§ We made 1100 job slots available for UAT, which is a higher number of analysis jobs 

than we have attempted to run at our site - in the past we have limited analysis jobs 
slots to 400. This was a valuable stress test for our site. 

§ autopilot adjuster settings (panda nqueue) needed to be increased to get enough 
analysis pilots to fill all available slots 

§ We successfully completed over 14000 jobs, higher than other US T2s 
§ Failure rate was ~50%, also higher than other US T2s 
§ Major failure mode was failure to access input files in dCache, due to lingering 

dCache bugs. (dccp processes hanging in dcap_poll(), which had to be killed). Since 
UAT, dCache has been upgraded to the "golden" 1.9.5-6 release, and we are 
continuing to test and tune the installation 

§ Further failures (lsm-get errors) were caused by a file-locking bug in pcache (worker-
node file caching layer that sits on top of dCache). This bug had not been observed 
previously because it only happens under heavy system load. An attempt to fix this 
bug "in-place" led to a large number of failures on a single WN. These jobs failed on 
stage-in and consumed negligible CPU time. A new version of pcache which fixes 
this bug correctly is in the works. 

§ Large number (>3000) of jobs cancelled by user. (Is this included in the 50% failure 
rate?) 

§ Remainder of failures (a few percent) were typical garden-variety Athena crashes, 
out-of-memory conditions, etc.
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Feedback from Sites (2)
§ BNL:

§ problem with one of the storage servers which affected 12 MCDISK pools and 1 
HOTDISK pool (so it can be neglected) 

§ one of our probes that monitors the amount of time it takes for files on disk to be 
retrieved captured a problem with some storage servers (but no transfer failures 
were being observed). in one particular case, we had 550 clients trying to get data 
from the same storage server (from different pools). we took action and retuned the 
number of LAN movers so that we could fulfill transfers faster and allow dCache to 
distribute files on that storage server into another server to distribute the load. this 
worked very well. the load on the machines were reduced (because of less movers 
on each machine and by pool2pool transfers to fulfill the remaining transfer requests), 
transfers were completed faster and, in conclusion, a much shorter delay to get data 
into the worker nodes. 

§ NET2:
§ We have seen 92 jobs die from "pilot has no child process". We don't know why this 

happened yet, but we experienced no other problems, and, in particular no unusual 
IO loads.

§ AGLT2:
§ There were a large number of athena crashes of user jobs. Nurcan has explained 

these as arising from tasks that should not have been targeted to us. No other 
problems were observed. 
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Discussion Points

§ Sites limit their analysis share

§ Do we have enough analysis slots

§ Rebrokerage of Panda jobs (discussed with Torre already)

§ Site specific issues

§ Future UAT in US


