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Grand plan

* expt magnet ON means at full nominal field { as for 14 Tel)

900 GeV T
Orolds, solenolds
2x2 spectr. dipoles ON* 7 TeV Proposal:
solenoids ON: 0e10 2x2 LHCf run here (few days),

e EIEEEN  10-11m E 5210 Try o, >0 at [P1
i 10-11m Then replace LHCf

156x156 156x156 156x156
5e10 5e10 9%e10
dm 2m 2m

squeeze

Dominated
by beam commissioning

W

€eks 50nsRLy Turn on o,
7e10 ' ove
2m ?7?

r A\
Dominated

by physics
y pny 156x156 156x156
7e10 9e10

2m 2m

n*144
7e10
2m

43x43 I-

Fewe10
Heavy lons 90m IP5 ?

Expected beam parameters... CMS Beam Spot workshop 21-October-2009 _CERN Massimiliano Ferro-Luzzi 5“

high encrgy physics



Up to date schedule till end of 2009

0 completing HW cmg to 6 kA (3.5 TeV) turns out to be icompatible
with making collisions this year

o complete HW cmg to 2 kA (1.1 TeV) by ~16 Nov and make beams

End of Physics,
SPS, PS, AD, nToF,
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0 how to move up to 3.5 TeV (after Xmas break) is being addressed

Expected beam parameters...

CMS Beam Spot workshop 21-October-2009 CERN Massimiliano Ferro-Luzzi
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Particles have gone half way
round the LHC

—
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Splash event recorded by the CMS experiment on ¥ November. The electromagnetic
calorimeter Is In red, the hadronic calorimeter in blue, the muon system s yellow and
magenta. The barrel muon detector was on standby and the Inner tracking detector
was off.
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Computing Facility: Transition to Stable |
Services at Data Taking Rate

« Focus now must be physics analysis performance
- Which means integration, deployment, testing, documentation

« Stimulation will come from the physics!
- Physicists are in the process of learning how to analyze data

But still many ‘big unsolved problems’:
O How can we store data more efficiently?
o Number of complete copies vastly reduced
o Disk capacity at Tier-1s was reduced by ~50%
o Disk Capacity at Tier-2s has to ramp up much faster than we had planned
O Lots of ATLAS Software issues
o Timely readiness of validated S/W Releases
o Multi-core issues being addressed but when will it be production ready?
o Inefficiencies require Facilities to provide more resources
How should we use virtualisation — a big issue (not only) for Tier-3s?

O What analysis tasks can really be made interactive, and which are
desirable?

O Is Connectivity according to the Hierarchy as defined by the Computing
Model sufficient?

U
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ATLAS Revised FY09 & FY10 Quarterly
Capacity Requirements

N MNEW
P;%‘E'%E P_;E%%E ;5;9 ;gfﬁ Feguir | Reguir | Reguir | Regui | Reyuin | Reguir | Reguin | Regui
kHS06 (C-RRB|(C-RRB|(C-RRB|(C-RRB ement | ement | ement | ement | ement | ement | ement | ement
FG / FBE Falf Ealf Ealf Eall 2004%- | 2009- | 2009- | Z010- | 2010- | 2000- | 2010- | 2011~
Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1
2007) | 2008) | 20C8) | 2008)
CFU i4.1 16.2 3.4 3.4 12.7 18 30.4 30.4 30.4 30.4 30.4 0.4
Tier-2 Dizk 2.15 0.26 0.65 o.7 0.41 07 0.7 0.7 0.7 0.7 0.7 0.7
Tape 2.8 a2 Q7 1d 6 18 51 G.d 7.8 e ] Q0 9.9 a9
CAF CPU 8.6 10.2 23.2 37.4 7.0 14.2 20.3 27.4 37.4 37.4 37.4 37.4
Crisk 1.1 1.8 3.3 4.5 0.70 z 2.5 2.9 J.4 3.9 4.2 4.4
CFU 6.8 | 1209 | 113.7 | 234.5 | 88.8 S0 90 g0 177 177 227 227
Tler-1 Dlsk 10.9 19.9 20.9 g1 3 7 1€ 6 21.7 23 B 27.5 32 343 36.7
Tape Ay 14.7 15.4 227 4.1 03 10.3 11.3 12.5 137 14z 148
Tier-2 CPU 0.1 | 107.7 | 108 | 242.5 108 108 108 108 240 240 240 240
Disk 6.3 10.7 13.3 24.8 5.8 0.2 11.4 13.3 17.5 21.5 23.1 4.8

Total ATLAS Resource Requirements

CPU 17.7 | 278 26.2 534 204 20.7 20.7 20.7 40.7 40.7 52.2 52.2
Tier-1 Disk 2.5 4.6 4.8 0.4 1.6 4.5 x.0 2.0 5.3 6.3 7.9 7.9
_ | Tape | 18] 34 | 36 ) 52| 52| 19 21 | 24 | 26 | 19 | 33 34
Ti CPU 16.1 148 249 55.4 24.8 4.8 24.5 24.8 5.2 85,2 55.1 5.2
ier-2 -
Disk LS 2.5 11 57 L6l 21 2.6 21 4.0 49 53 =
U.S. share derived from total ATLAS Resource Requirements (U.S. share is 23%)
IEACH CPU |[kHS-06 496 | 496 | 4.95| 11.04| 11.04| 11.04| 1104
Disk | [PB] 042 | 0.52 | 0.62 | 0.80
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Installed Capacities vs Requested

ppppp

Tier-2 Site | Resource 2010 US Pledge Installed 2010 Request
(what we were planning to pledge) | (2 ©f 08/2009) (this is what we pledged)
AGLT2 CPU (kHS-06) 6.860 13.11 11.04
Disk (TB) 709 610 1,140
MWT2 CPU (kHS-06) 5.048 17.50 11.04
Disk (TB) 362 576 1,140
NET2 CPU (kHS-06) 6.368 9.15 11.04
Disk (TB) 727 377 1,140
SWT2 CPU (kHS-06) 7.864 9.14 11.04
Disk (TB) 650 263 1,140
WT2 CPU (kHS-06) 4.764 5.00 11.04
Disk (TB) 619 275 1,140
Total CPU (kHS-06) 30.904 53.90 55.20
Disk (TB) 3,067 2,101 5,700
HEP M. Ernst U.S. ATLAS Facility Meeting 10 November, 2009 8 BROOKHAUEN
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Data Replicas at Tier-1s and Tier-2s

ce of
high encrgy physics

| Tieris | Tier-2s |
0.1

Real RAW 1
Real ESD (current) 2
Real ESD (previous) 1
Real AOD (current) 2
Real AOD (previous) 1
Real DPD (current) 2
Sim HITS/RDO 0.1
Sim ESD (current) 2
Sim ESD (previous) 1
Sim AOD (current) 2
Sim AOD (previous) 1

10
10
10
0.1

10
4

Event size
Real RAW size
Real ESC size
Real AOD size
Sim RAW size
Sim ESD size
Sim AOD size

MB
MB
MB
MB
MB
MB

1.6
0.8
0.15
2
1.1
0.18

P
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Reality Check - 2010 Tier-1 Resources

> Pledges presented at October C-RRB
CPU [HEP-SPECOE] Dk [Tbytes] Tape [ Thyte

CA 10800 1045 710
DE 21600 2190 1420
ES 10288 1043 GR 1
FR 27000 2738 1775
IT 16000 1800 1400
NDGF 740 g60 bl
ML 33496 3001 2122
™W 14000 1750 1750
LIK 27000 2738 1775
Us 49680 5037 3260
SLIM 217504 LELDE 15349
Needs 192000 21900 14200
Delta 1 3% i 1 10%

» OK, little excess of CPU
Q Pledges submitted before change of ATLAS Tier-1 CPU requirement

MHEF M. Ernst U.S. ATLAS Facility Meeting 10 November, 2009 10 BROOKHRVEN



2010 T1 - Disk [Thytes]
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Pledges compared to M&O Share

35.0%

30.0% -

25.0%

20.0% i CPU [HEP-SPECOG]
i Disk [Thytes]

15.0% " Tape [Thyte]
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Reality Check — 2010 Tier-2 Resources €

— U TWErSPecos] Dk TToyies]
CA 11520 1150
DE 30708 3361
- e 32 |2010 resources in T2s per cloud
i 12000 1000 o :
ND 11530 1000 | 5-20% deficit
ML B300 925
™ 4100 425
UK 18695 2006
us 55200 5705
Mt 240000 24800
SUMm 207005 20055
Delta -14%: -19%
2010 T2 - CPU [HEP-SPECDB] 2010 T2 - Disk [Thytes]

MEP M. Ernst U.S. ATLAS Facility Meeting 10 November, 2009 13  BROOKHAVEN
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Possible Data Distribution Patterns

1. AODs/DPDs are distributed to Tier-2s according to each Tier-2
cloud size
O i.e. a 5% cloud gets 0.5 copies and a 25% cloud gets 2.5 copies
o Allocated statically

O Needs planning in advance and leaves most disks empty till the end of data-
taking

2. AODs/DPDs are distributed to (almost) fill disk space

O Needs an automatic policy to reduce the number of replicas and make room for
newer data

o Bare minimum is 2 replicas on disk in different clouds, better 3 or more

o Replicas that are not used for N weeks will go first
- Automatic warning but no negotiation

O Needs definition of custodial sites

O Smaller clouds will have a rapid cycling of data and need to be able to keep up
with deletions

> In both cases ATLAS will need to rank sites according to reliability
Q Incase (1) to store data there
QO In case (2) to define custodial sites

“EP M. Ernst U.S. ATLAS Facility Meeting 10 November, 2009 15 BROOKHAUEN
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Data Management for 2009/2010 Run

» ATLAS Computing Model (ACM)
Q hlps://twiki.cern.ch/twiki/bin/view/Atlas/ComputingModel

» Evolution of the ATLAS Computing Model and Resource

Needs for the First Year of Data-taking

Q hlps://twiki.cern.ch/twiki/pub/Atlas/CompubngModel/Evolution_of ATLA
S _Computing_Model _and_Resources-v05b.pdf

» Analysis Model for the First Year (AMFY)

» Pledged Resources

Q http://Ilcg.web.cern.ch/LCG/resources.htm

HEP . emst U.S. ATLAS Facility Meeting 10 November, 2009 16 BROOKHRUVEN
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Analysis Data sample for DATADISK

» 200 Hz, 6M sec, AOD=0.18 MB => 216 TB
> If dESD have the same volume => 432 TB

» 2010 pledges are due in June (about half way into the
run)

» Need to count on a 200 TB data sample initially
» Current grid-wide Tier-2 disk resources are ~3 PB

> ATLAS-wide we can store 10 copies of most recent
version and 5 of the one but last

» Operational constraints may reduce this even further

||EP M. Ernst U.S. ATLAS Facility Meeting 10 November, 2009 17 BROOKHRVEN



Computing Model for Analysis Data

» Tier-1: 2 Copies of AOD & dESD of current version and 1
Copy of the previous version

> Tier-2: 10 Copies of AOD & dESD of the current version

and 10 Copies of the previous version
Q This requires 4 PB until June but only 3 PB deployed so far
a ATLAS will remove unused data

O Guarantee a minimum of “custodial” data

o Tier-1:1 custodial copy of current version only

o Tier-2:7 custodial copies of current version and 2 copies of the
previous version

_HEP - . Emst U.S. ATLAS Facility Meeting 10 November, 2009 18  BROOKHRVEN



Tier-2 Resources from ATLAS’ Perspective

> Tler-2 sites even more unbalanced than Tier-1s
a From sites with 1 TB to sites with 1 PB storage

» ~25% of disk space is already used

» Tier-2s are for user analysis but should only be
considered if

Q They have at least 100 TB of storage space

O They have passed the HC validation test at 90% efficiency, 150M
events/day throughput

» Tier-2s that don’t pass criteria should/will not be
considered to host any data
a Further reduces resources available to the collaboration

_HEP - . Emst U.S. ATLAS Facility Meeting 10 November, 2009 19  BROOKHRVEN



Tier-2 Data Placement & Deletion

» Put 10 copies of the latest version in Tier-2s

Q 7 copies declared “custodial”

» When writing version n reduce

Q To 2 the number of custodial copies of version n-1
a To 0 the number of custodial copies of version n-2

» When a site is >80% full

O Select least used and old data and
a Mark and publish non-custodial data to be deleted
O Delete 1 week later until site <60% full

MllEF M. Ernst U.S. ATLAS Facility Meeting 10 November, 2009 20 BROOKHAVEN



What’s New?

> ATLAS relies on data deletion rather than data placement
O Less dependant on exact space provided
a Sites will be kept always more or less full
O Requires improvements of deletion mechanism

» Method guarantees a minimal number of custodial copies
O Butthey may be scattered over sites and clouds

» Data may not be (any more) where users expected it
Q E.g. at their own/favorite site

» Tier-3 users need to copy data they want to keep locally
O LOCALGROUP disk or find space somewhere on the grid

> The system automatically evolves to a selection of data at a site which has
been frequently used

> Tier-2 Selection

O E.g. according to performance as observed w/ HC tests, user feedback, etc

_HEP - . Emst U.S. ATLAS Facility Meeting 10 November, 2009 21 BROOKHRVEN



The Distributed U.S. ATLAS Computing
Facility

The Mational Allas of the Linited Sates of America
CHEP m.Emst U.S. ATLAS Facility Meeting 10 November, 2009 22 BROOKHRVEN
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Computing Facilities- Recent Developments

>Stabi|ity and Performance of all facility instances World Wide Production Jobs (last 12 months)
greatly improved over the course of the last 6 months
Q ~7,500 jobs running continuously at the Tier-1
and the Tier-2 centers

O ~400M event sample produced for physics
analysis and to exercise the facility components
relevant to analysis computing

»Progress at the U.S. ATLAS Tier-1
O Deployed 1.7 PB of Disk space in July

a New building (+ 6,400 sq.ft.) ready for occupancy
o 1MW of UPS added (Diesel Generator backed

World Wide - running - year

1k
12 k
10K -..
Bk

oct o Dec Jan Feb Mar
ECA EUS @DE MES EFR EUK EMTW MEN. END B IT [@CERN
Range from Sun Sep 14 B0:00:00 2008 UTC to Mon Sep 14 00:00:00 2009

Flywheel)  EEEEEEE R D e
O Pledges were adjusted according to ATLAS’ . .
latest resource request »Added 2 areas to Facility Coordination
»>Scalable access to Conditions Data with Frontier O Tier-3 Integration, Rik Yoshida (ANL)
and Squid 0 Facility related Physics Analysis Support ,
> Progress on Networking Nurcan Ozturk (UTA) | -
0 Dedicated Circuits for Tier-1/Tier-2 Transfers o Organizing analysis support shifts monitoring

readiness of analysis resources at sites,

o Using ESnet's DCN Infrastructure responding to facility related problems and
o Demonstrated up to 1 GigaByte/s between BNL questions raised by users

and Universities
0 CERN/Tier-1s < BNL from 10 Gbps => 20 Gbps » Started to work on a coherent Grid Middleware
by the end of September, 2009 Architecture

0 PerfSONAR monitoring implemented at all sites
in collaboration with ESnet and Internet2 Q In collaboration w/ OSG, USCMS and LIGO

_HEP - . Emst U.S. ATLAS Facility Meeting 10 November, 2009 23 BROOKHRVEN



US ATLAS Tier-3

» The aim of Tier-3 coordination by Rik Yoshida (ANL) and Doug Benjamin (Duke)
is to maximize the effectiveness of US ATLAS Tier-3’s for physics analysis. Rik
and Doug are charged with coordinating the efforts of the institutes to bring up
Tier-3 centers to support end-user analysis, operate them and integrate them into
the US ATLAS computing system.

» Tentative plan of action to bring Tier-3’s up and working early next year
O Tier-3g design (not complete) tentatively based on ANL and Duke Tier-3
0 Discussion, cooperation with OSG, VDT, Condor experts
O Alot of work on T3 Grid Storage Element (SE) underway

> Are we on the right track?

O Alot of fruitful discussion driven by analysis needs (as we understand them today) to verify
the key features of the design and its implementation

» Community Support

O Technical experts volunteered to contribute to designing and implementing Tier-3 centers

» Moving ahead very well, lots of progress in short time

_HEP - . Emst U.S. ATLAS Facility Meeting 10 November, 2009 24 BROOKHRVEN



Facilities Performance — a selection

» Production
» Data Replication

» Reprocessing from ESDs
Q Using Tier-1 and Tier-2 Resources (unique in ATLAS)

» Analysis

HEP . emst U.S. ATLAS Facility Meeting 10 November, 2009 25 BROOKHRUVEN
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Production

World Wide - running - year
40 k 4

3Bk
36 k
3k

jobs

Now Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct
EmCA EHUS EODDE BWES HEFR EUKE ETW EHNL EOND BEIT [ CERN
Range from 5Sun Nov 9 00:00:00 2008 UTC to Mon Nov 9 00:00:00 2009 UTC
Generated by TRIUMF-LCGZ (times in UTC)

NATIONAL LABORATORY
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Data Replication

1400

1200

Throughput (MB/s)
2 3 3
(=] Q (=)

NS
L=
=

200

l‘:,I1hllllll 11h30 12h00 12h30 13h00 13h30 14h00 14h30 15h00
Source: Hiro

-
office af .
high energy physics

Throughput Test Result (From BNL to T2s)

AGLT2

MWT2_IU
MWT2_UC

ATLAS dCache GridFTP Door Servers

1.5 GB/s

—_—

Cluster Network last hour

Time

BNL Output Rate
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Reprocessing

» Results from recent reprocessing Exercise

QO 300 TB of Cosmic Ray Data taken in July

O Following a Fast Reprocessing exercise ATLAS wanted to reprocess the data from ESDs
o 138 runs, 951 containers, 298,378 files, 83.3 TB
o Less /O than reprocessing from RAW
o 30% less CPU (~7 sec/event)

o Reprocessing to run at Tier-1 centers

8 out of 10 Tier-1 centers participated
In the U.S. we included the Tier-2s

o BNL had a complete replica (2.6 replicas ATLAS-wide)

o Taskassignment to clouds by PanDA brokerage (taking data availability into account)
O Smooth operation over the course of the exercise

o 76% of 380k jobs done within 4 days

o 24% of jobs needed another 4 days caused by well understood/fixed issues

O Observed code validation issues

o The whole procedure relies on the groups thoroughly testing tags before they go into a cache, and
then thoroughly checking the results of limited processing before signing off

o Due to known software issues we had to tolerate an error rate of 1.6%

HEP . emst U.S. ATLAS Facility Meeting 10 November, 2009 28 BROOKHRVEN
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Reprocessing from ESDs

Reprocessing Jobs in all Clouds

date-tier CA DE ES IT ND NL UK Us sum
09-09-19 0 0 0 0 0 Q 0 6370 6370
09-09-20 0 0 0 0 0 o] 0 18618 18618
09-09-21 0 0 0 0 0 Q 0 14184 14184
09-09-22 0 0 0 0 0 0 0 17766 17766
09-09-23 0 0 0 0 0 Q 0 3 3
09-09-24 7793 3957 3365 5091 7008 3826 1163 24130 56333
09-09-25 7103 6644 3045 1578 1635 12417 5551 28244 66217
09-09-26 2442 9392 3049 6247 3494 13756 10965 41963 21308
09-09-27 1788 2087 1096 1614 1317 3495 10729 72490
09-09-28 0 12 0 67 131 78 3216 15708 19212
09-09-29 0 0 0 4 2 27 175 6494 6702
09-09-30 3 0 0 0 0 6 35 274 318
09-10-01 0 0 0 0 0 Q 0 125 125
09-10-02 0 0 0 0 0 0 0 3 3
total jobs 19527 22793 11028 15191 13969 34134 32358 228435 377435
total done 19129 22092 10555 14601 13587 33605 31834 224246 369649
%% 98.0 97.0 95.7 96.1 97.3 98.5 98.4 98.2 98.0
aborted 398 701 473 590 382 529 524 4189 7786
%% 2.1 3.1 4.3 3.9 2.8 1.6 1.6 1.9 2.1

™

ESD Reprocessing by Cloud

0% CERN
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0%

ESD

Reprocessing
U.S. Sites

Source: Kaushik
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Analysis Test - Oct. 28 @ ~2 pm

%) panda Analysis Dashboard - Mozilla Firefox

Elle Edit View History Bookmarks Yahoo! Tools Help

6 - c {RY | |j htq::ﬂpanda.cern.ch:25980fserverfpandamolijuery?dash:analysis L_J ‘!:'_':_.: x T = )-' ‘
|_£| Most Visited , Getting Started |2 | Latest Headlines ﬁ Customize Links d Free Haotmail :] Windows Marketplace |j Windows Media |_1'] Windows
9! - : v% | Search Web ~ uﬂ - B mail - (™ shopping - f? Personals - @My Yahoo! [ Mews - [ Games - @Travel - [ Finance ~ @ Answers + b Sports - m- SignIn -
lasks - search  Groups: Groups are supported to organize users by role, physics working groups etc. and support collaborative work, accounting nghts etc. (Mot much used yet ) B
Generic Task Reg ) ) ) ) ) i ) ]
EvGen Task Reg Data access: See the physics data page linked above for infomation on data location, requesting replication of data, and staging data from tape to disk.
CTBsim Task Req
Task list
Mew Tag Analysis Summary By Cloud Analysis Summary By Site
Bug Report World wide - analy_running - day Us - running - day

Task ovenview query

Datasets - search

Popular datasets 5.
Aborted datasets

Datasets Browser . 3.0
Datasets Distribution o5 47
D E <k = o
DaTRl: Req list
AODs q
EVNTs ' -
Conditions DS
DB Releases 1
SIT pacballs o
Walidation Samples : ' Wed 00;00 Wed 12:00
Functional Tests Ll Ll Ned; 2. e W BNL W ANALY_SWT2_CPB W ANALY_OU_OCHEP_SWT2
ATLAS Data ECA EWUS @ODE MWES MWFR EUK ETWw @EN @IT O ANALY_NETZ B ANALY_MWT2 B ANALY_AGLT2 M ANALY_SLAC
T [ CERN [ ANALY_ GLOW-ATLAS
Reprocessed Datasets Generated by TRIUMF-LCG2 (times in UTC) " Generated by TRIUMF-LCGZ (times in UTC)
Sites '
T S Analysis job summary, last 24 hours (Details: grrors. nodes ) pathena analysis queue status SOUFCG Nurcan
Logging monitor :
Cloud Information N‘qu?jt;s Jobs Latest NF:JIle'::s defined assigned waiting activated sent running holding transferring finished failed tot trf other
: 7010 23470 10-2819:15 7557 19486/0 0/0 a 59685 /0 7/0 5246/0 1021/0 1/0 50486 /0 23470/0 32% 8% 24%
Overall Analysis
CAL 345 287 10-2819:15 377 155 a 1] 10546 1 220 18 a/0 011 287 12% 2% 11% vl

X Find: :.i‘:lurcan & Next 4 Previous & Highlight al Match case

¥ Panda Analysis Dash. ..
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Analysis - Oct. 30 @ midnight

©) panda Analysis Dashboard - Mozilla Firefox

Eile Edit View History Bookmarks Yahoo! Tools Help

@ - c {RY | |j _htg::ﬂpanda.cern.ch:25980fserverfpandamolijuery?dash:analysis Gi“r % f: = )-': ‘l
[8] Most Visited 4 Getting Started |5 | Latest Headlines |:] Customize Links |j Free Hotmail |:] Windows Marketplace |j Windows Media |:] Windows

9! v f = __—r] | Search Web ~ Eﬂ - Ea Mal + [ Shopping + &f? Personals - @My Yahoo! @News i @ Games @Travel - [ Finance - @ Answers + Fb Sports - [E- SignIn -

Dataset Status of pathena analysis queues: See the wiki page PathenaAnalysisQueues —
Task request

Task status Analysis jobs: Listing of analysis jobs. To look up a particular Panda job by ID use the quick search at left or click a PandalD in the job listing.

File

Analysis users: User list (also linked at top right. or above if you've logged in) shows analysis usage. ordered by most recent. From there you can go to your page (you're on the list if you've

Summaries run a Panda job}; if you 'log in’ you'll get easier access to your page from a new menu at the top of the page.
Blocks: days

Errors: days Groups: Groups are supported to organize users by role. physics working groups etc. and support collaborative work, accounting rights etc. (Mot much used yet.)
MNodes: days
Usage 1, 3 days Data access: See the physics data page linked above for infomation on data location, requesting replication of data, and staging data from tape to disk.

Tasks - search
Generic Task Req Analysis Summary By Cloud Analysis Summary By Site
EvGen Task Req y v | y L]
CTBsim Task Req

Task list 12
lew Tag 11
Bug Report e
Task overview query

World Wide - analy_running - day ' Us - running - day

@
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Summary

» The facilities in the U.S., the Tier-1 and the Tier-2’s, have performed well in ATLAS
computer system commissioning and specific exercises

O Production and Analysis Operations Coordination provides seamless integration with ATLAS world-
wide computing operations

Q The Integration Program is instrumental to ensure readiness in view of the steep ramp-up of the
resources and the need to properly integrate end-user analysis facilities (Tier-3s)

O Excellent contribution of U.S ATLAS Tier-2 Sites to high volume production (event simulation,
reprocessing) and analysis

O Steep ramp-up of in particular disk resources during LHC run needs special attention

> Overall, the Facilities are prepared for LHC data analysis ...
O ...though there is still a lot to be done
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Additional Material
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Facility Organization — Recent Development

Facility divided into two principal lines

O Production and Analysis Operation Coordination
O Nurcan Ozturk has agreed to coordinate Analysis Support

Q Computing Deployment, Integration and Operation
O Rik Yoshida has agreed to coordinate Tier-3 development within Facilities

0 Doug Benjamin coordinating Tier-3 Integration into Ana(ljysis Support (WBS 2.4)
making important contributions to facility related Tier-3 development

“* Many thanks to Nurcan, Doug and Rik !!!
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Roles for Sites

The roles in the ATLAS model are remarkably stable
> CERN Tier-0:

O Prompt first pass processing on express/calibration & physics streams with old calibrations
- calibration, monitoring

O Calibration tasks on prompt data
O 24-48 hours later, process full physics data streams with reasonable calibrations

» CERN Analysis Facility
O Access to ESD and RAW/calibration data on demand
O Essential for early calibration / Detector optimization / algorithmic development

> U.S. ATLAS Tier-1 Center at BNL - 10 Tier-1s Centers worldwide

O Reprocess 1-2 months after arrival with better calibrations
O Reprocess all resident RAW at run end with improved calibration and software
a Centrally managed (Physics) Group Analysis / D1PD Production

> 5 distributed Tier-2s in the U.S. - 30+ Tier-2 Facilities worldwide
O Ondemand / grid-based user analysis of shared datasets
O Limited access to ESD and RAW data sets
O Simulation (some at Tier-1s until start of LHC data taking)

» ~30 Tier-3s expected in U.S.

O End-User on demand physics analysis

Q Data private and local - summary datasets (D3PDs, ntuples)

O Not a centrally managed resource,

O Not funded through U.S. ATLAS Operations Program, some funding from DOE and NSF
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