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Figure 3: The elastic di↵erential cross section parametrizations in pp collisions at 53 GeV (a) and
7 TeV (b). The integrated elastic cross section parametrizations in (c) pp and (d) pp processes.
Data from PDG [15].

In the high mass regime, they use a triple-Regge model with two components; An e↵ective Pomeron
and a degenerate Reggeon term. In order for the unknown phases of the propagators to vanish,
they require that the two t-dependent propagators in the diagrams contributing to the single
di↵ractive cross section are equal. This results in four diagrams; PPP, PPR, RRP, RRR. The
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Soft QCD : Improved total, elastic & diffractive xsec models in Pythia8

Pythia 8 total & elastic xsecn descn based on single Pomeron/Reggeon exchange 

[SaS in plot] updated to modern parametrizations [ABMST, COMPAS] with more 

sophistication in terms of exchanges X: much improved description of LHC data

Christine Rasmussen, Torbjörn Sjöstrand
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Figure 1: The squared matrix element for the total (a), elastic (b), single (c,d), double (e) and
central (f) di↵ractive cross sections.

The LHC has provided new information on any number of topics, including total, (di↵erential)
elastic and (di↵erential) di↵ractive cross sections, or �TED for short. The �TED kind of quantities
cannot be predicted from the QCD Lagrangian, although this is where they have their origin.
Therefore �TED results are often overshadowed by results from the perturbative domain, where
comparisons with the Standard Model, and searches for physics beyond it, are more directly related
to the underlying theory. Nevertheless, there are good reasons to study the old and new �TED

data now available. One is to assess how well di↵erent e↵ective models can describe the data, and
implicitly or explicitly pave the way for better models and better understanding, ultimately to
form a stronger connection with the underlying QCD theory. Another is that di↵ractive events
form part of the “underlying event” and pileup backgrounds that have a direct impact e.g. on jet
energy scales and jet profiles, and thereby on many experimental studies. In this latter aspect
they combine with the inelastic nondi↵ractive events into the overall inelastic event class, with a
separation that is far from unambiguous.

Historically there are two main approaches to �TED in hadron–hadron collisions, the diagram-
matical and the geometrical, although both aspects may well be represented in a specific model
[1, 2, 3, 4]. In the diagrammatical approach new e↵ective particles are introduced, specifically the
Pomeron(s) P and Reggeon(s) R, with associated propagators and vertex coupling strengths. A
Feynman-diagram-like expansion may be performed into di↵erent event classes, with higher-order
corrections. A subset of these are shown in fig. 1, with X = P,R and each of the couplings denoted
with a g. In the diagrammatical approach, the dashed line (the cut) represents the diagram at
amplitude level. A cut through a P or R thus represent particle formation at amplitude level,
while an uncut Pomeron or Reggeon represents an area void of particle production. In a geometri-
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Soft QCD : Improved total, elastic & diffractive xsec models in Pythia8

Diffraction also subject to significant update based on ABMST model with 

important additions [double & central diffaction] & modifications [high energy]

Christine Rasmussen, Torbjörn Sjöstrand
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Improved description including also resonance shape in low-mass region

better agreement with the SaS model at intermediate ⇠ values, where SaS is in rough agreement
with data, while retaining some features of the ABMST model, such as the detailed resonance
structure.

In fig. 6 we show the comparison between the implemented models and the low-energy data
used in [16]. It is clear that the SaS model does not agree with data, while both the original
and the modified ABMST model describe data reasonably well. In figs. 7a,b the integrated cross
sections of all three models are shown in the restricted (a) and full (b) phase space. The growth
of the ABMST model has been tamed by our modifications. Insofar as the SaS model seems to
be on the high side relative to data, and the modified ABMST is slightly higher, it may become
necessary to finetune further for LHC applications. To this end we have introduced an optional
overall scaling factor k(s/m2

p)
p, with k, p being tuneable parameters.
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Figure 6: The single di↵ractive di↵erential cross section parametrizations in pp collisions at
p
s

17.57 GeV with t = �0.131 GeV2 (a) and 53.66 GeV with t = �0.52 GeV2 (b). The mass-
spectrum showing the resonances at

p
s = GeV and t = � GeV2 (c). The integrated t spectrum

at
p
s = GeV (d). Data from references in [16].

The bulk of the modifications applied to the ABMST framework are intended to tame the
high-energy behaviour of the model. One could have used an eikonal approach to the same end,
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Soft QCD : Space-Time Structure of Hadronization in Pythia 8

High multiplicity pp collisions display 
characteristics resembling heavy-ions 

E.g. two-particle correlns as fn of Δη, 
Δɸ exhibit `ridge’ at Δɸ~0  

Models of collective phenomena based 
on QGP and/or densely packed QCD 
flux tubes all introduce a space-time 
picture of the collisions 

Recently Pythia8 took first steps in 
implementing a space-time picture of 
hadronization to facilitate model building 
in this context, with a view to help 
exploring e.g. which phenomena require 
invoking a QGP and which do not

Silvia Ferreres-Solé, Torbjörn Sjöstrand
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Figure 2: Two-particle correlation functions, C(�⌘,��), in 13 TeV pp collisions in Nrec
ch intervals 0–20 (left) and

� 120 (right) for charged particles having 0.5<pa,b
T <5 GeV. The distributions have been truncated to suppress the

peak at �⌘=��=0 and are shown over |⌘|<4.6 to avoid statistical fluctuations at larger |�⌘|.

Examples of correlation functions in the 13 TeV data are shown in Fig. 2 for Nrec
ch intervals 0–20 (left)

and �120 (right), respectively, for 0.5<pa,b
T <5 GeV. The C(�⌘,��) distributions have been truncated at

di↵erent maximum values to suppress a strong peak at �⌘ = �� = 0 that arises primarily from jets. The
correlation functions also show a �⌘-dependent enhancement centered at �� = ⇡, which is understood
to result primarily from dijets. In the higher Nrec

ch interval, a ridge is observed as the enhancement near
�� = 0 that extends over the full �⌘ range of the measurement.

One-dimensional correlation functions, C(��), are obtained by integrating the numerator and denomi-
nator of Eq. 1 over the long-range part of the correlation function, 2<|�⌘|<5. These are converted into
“per-trigger-particle yields,” Y(��), according to [4, 6, 45]:

Y(��) =
0
BBBBB@

R
B(��)d��

Na
R

d��

1
CCCCCAC(��) , (2)

where Na denotes the e�ciency-corrected total number of trigger particles. Results are shown in Fig. 3
for selected Nrec

ch intervals in the 13 and 2.76 TeV data, for the pa,b
T ranges 0.5<pa,b

T <5 GeV. Panel (a) in the
figure shows Y(��) for 0 Nrec

ch <20 for both collision energies; these exhibit a minimum at �� = 0 and a
broad peak at �� ⇠ ⇡ that is understood to result primarily from dijets but may also include contributions
from low-pT resonance decays and global momentum conservation. The higher Y(��) values for the
2.76 TeV data are due to the relative ine�ciency of the 2.76 TeV triggers for the lowest multiplicity
events, which results in larger hNrec

ch i for the 2.76 TeV data in this Nrec
ch interval. Panels (b), (d) and (f)

show results from 13 TeV data for the 40–50, 60–70, and � 90 Nrec
ch intervals, respectively. Panels (c) and

(e) show the results from 2.76 TeV data for 50–60 and 70–80 Nrec
ch intervals, respectively. With increasing

Nrec
ch , the minimum at �� = 0 fills in, and a peak appears and increases in amplitude.

To separate the ridge from angular correlations present in low-multiplicity pp collisions, a template fitting
procedure is applied to the Y(��) distributions. Motivated by the peripheral subtraction method applied
in p+Pb collisions [4], the measured Y(��) distributions are assumed to result from a superposition

4

[ATLAS arXiv:1509.04776]
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Figure 18: Invariant time ⌧ distribution of primary hadrons in qq systems.
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Figure 19: Hadron number per event as a function of time, up until t = 20 fm, for pp
collisions at

p
s = 13 TeV.
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NLO EW

SHERPA 

Multi-jet merged top-pair production including electroweak corrections 
Christian Gütschow, Jonas Lindert, Marek Schönherr 

MadGraph5_aMC@NLO 

The automation of next-to-leading order electroweak calculations 
R. Frederix, S. Frixione, V. Hirschi, D. Pagani, H.-S. Shao, M. Zaro 

http://inspirehep.net/search?ln=en&ln=en&p=find+a+bothmann,e+or+a+hoeche,s+or+a+hoche,s+or+a+krauss,f+or+a+kuttimalai,s+or+a+schonherr,m+or+a+schumann,s+or+a+siegert,f+or+a+thompson,j.m+or+a+winter,j+or+a+zapp,k+and+date+%3E+2017+and+primarch+hep-ph++and+not+t+houches+and+not+tc+c&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=25&sc=0
http://inspirehep.net/record/1658475
http://inspirehep.net/search?ln=en&ln=en&p=find+a+alwall,j+or+a+Artoisenet,+p+or+a+Degrande,c+or+a+frederix,r+or+a+fuks,b+or+a+frixione,s+or+a+stelzer,t+or+a+hirschi,v+or+a+mattelaer,o+or+a+maltoni,f+or+a+zaro,m+or+a+Torrielli,p+or+a+or+a+Pagani,d+or+a+shao,h.-s+and+date+%3E+2017+and+primarch+hep-ph+and+not+t+houches+and+not+tc+c&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=25&sc=0
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Fig. 3 Top-quark transverse momentum distribution (left) and top-
antitop invariant mass (right) at parton-level with stable tops for the LHC
with 13 TeV. Compared are MePs@NloQCD and MePs@NloQCD

+ EWvirt predictions and the effect of subleading Born contributions.
Error bands are due to QCD scale variations

simulation including spin correlated LO top-quark decays
against data.

4 Results

In Figs. 3 and 4 we present parton-level multi-jet merged
MePs@NloQCD + EWvirt predictions at the LHC with
13 TeV. Here the top quark is treated as stable and no non-
perturbative effects are included. Input parameters and set-
tings are chosen as detailed in Sect. 2. We merge t t̄ plus zero
and one jet production based on NLO matrix elements includ-
ing O(αs) QCD corrections and O(α) EW corrections in the
EWvirt approximation. In all merged predictions we choose
Qcut = 30 GeV. 3 The effect of additionally including the
subleading Born contributions of O(α1+n

s α) and O(αn
s α2)

in the merging is shown explicitly. In order to allow for a
direct comparison with the corresponding fixed-order results
we chose renormalisation and factorisation scales according
to Eq. (2.4). The shown error bands indicate resulting factor-
2 QCD scale variations. In the ratio of the MePs@NloQCD
+ EWvirt predictions over the MePs@NloQCD predictions
we recover EW correction factors consistent with the fixed-

3 In Appendix B of [64] it was shown that even for the prediction of
observables in the multi-TeV regime the associated uncertainty related
to variations of the merging scale are very small.

Fig. 4 Leading jet transverse momentum distribution at the LHC with
13 TeV comparing MePs@NloQCD and MePs@NloQCD + EW virt
parton-level predictions. Error bands are due to QCD scale variations

order results presented in Sect. 2. The same also holds for
the effect of the subleading Born contributions.

123

Eur. Phys. J. C (2018) 78 :317 Page 7 of 10 317

Fig. 3 Top-quark transverse momentum distribution (left) and top-
antitop invariant mass (right) at parton-level with stable tops for the LHC
with 13 TeV. Compared are MePs@NloQCD and MePs@NloQCD

+ EWvirt predictions and the effect of subleading Born contributions.
Error bands are due to QCD scale variations

simulation including spin correlated LO top-quark decays
against data.

4 Results

In Figs. 3 and 4 we present parton-level multi-jet merged
MePs@NloQCD + EWvirt predictions at the LHC with
13 TeV. Here the top quark is treated as stable and no non-
perturbative effects are included. Input parameters and set-
tings are chosen as detailed in Sect. 2. We merge t t̄ plus zero
and one jet production based on NLO matrix elements includ-
ing O(αs) QCD corrections and O(α) EW corrections in the
EWvirt approximation. In all merged predictions we choose
Qcut = 30 GeV. 3 The effect of additionally including the
subleading Born contributions of O(α1+n

s α) and O(αn
s α2)

in the merging is shown explicitly. In order to allow for a
direct comparison with the corresponding fixed-order results
we chose renormalisation and factorisation scales according
to Eq. (2.4). The shown error bands indicate resulting factor-
2 QCD scale variations. In the ratio of the MePs@NloQCD
+ EWvirt predictions over the MePs@NloQCD predictions
we recover EW correction factors consistent with the fixed-

3 In Appendix B of [64] it was shown that even for the prediction of
observables in the multi-TeV regime the associated uncertainty related
to variations of the merging scale are very small.

Fig. 4 Leading jet transverse momentum distribution at the LHC with
13 TeV comparing MePs@NloQCD and MePs@NloQCD + EW virt
parton-level predictions. Error bands are due to QCD scale variations

order results presented in Sect. 2. The same also holds for
the effect of the subleading Born contributions.

123

Eur. Phys. J. C (2018) 78 :317 Page 7 of 10 317

Fig. 3 Top-quark transverse momentum distribution (left) and top-
antitop invariant mass (right) at parton-level with stable tops for the LHC
with 13 TeV. Compared are MePs@NloQCD and MePs@NloQCD

+ EWvirt predictions and the effect of subleading Born contributions.
Error bands are due to QCD scale variations

simulation including spin correlated LO top-quark decays
against data.

4 Results

In Figs. 3 and 4 we present parton-level multi-jet merged
MePs@NloQCD + EWvirt predictions at the LHC with
13 TeV. Here the top quark is treated as stable and no non-
perturbative effects are included. Input parameters and set-
tings are chosen as detailed in Sect. 2. We merge t t̄ plus zero
and one jet production based on NLO matrix elements includ-
ing O(αs) QCD corrections and O(α) EW corrections in the
EWvirt approximation. In all merged predictions we choose
Qcut = 30 GeV. 3 The effect of additionally including the
subleading Born contributions of O(α1+n

s α) and O(αn
s α2)

in the merging is shown explicitly. In order to allow for a
direct comparison with the corresponding fixed-order results
we chose renormalisation and factorisation scales according
to Eq. (2.4). The shown error bands indicate resulting factor-
2 QCD scale variations. In the ratio of the MePs@NloQCD
+ EWvirt predictions over the MePs@NloQCD predictions
we recover EW correction factors consistent with the fixed-

3 In Appendix B of [64] it was shown that even for the prediction of
observables in the multi-TeV regime the associated uncertainty related
to variations of the merging scale are very small.

Fig. 4 Leading jet transverse momentum distribution at the LHC with
13 TeV comparing MePs@NloQCD and MePs@NloQCD + EW virt
parton-level predictions. Error bands are due to QCD scale variations

order results presented in Sect. 2. The same also holds for
the effect of the subleading Born contributions.

123

317 Page 8 of 10 Eur. Phys. J. C (2018) 78 :317

Fig. 5 Comparison of the MEPS@NLO QCD and MEPS@NLO QCD
+ EWvirt predictions for the transverse momentum distribution of
hadronically decaying top candidates against an 8 TeV ATLAS mea-
surement in the lepton + jets channel based on a boosted top selection
[59]

Finally, in Fig. 5 we present full particle-level
MePs@NloQCD + EW virt predictions for multijet-merged
top-pair production including spin-correlated top quark
decays [102] in the semileptonic decay channel. Here, also
non-perturbative effects due to multiple interaction simula-
tion [103], hadronisation [104] and hadron decays, as well as
higher-order QED effects included through the soft-photon
resummation of [65] have been included. These predictions
are compared to experimental data taken by the ATLAS
experiment [59] at the LHC at 8 TeV measuring the transverse
momentum distribution of reconstructed top-quark candi-
dates. The corresponding analysis is implemented in Rivet
[105] and entails a reconstruction of the transverse momen-
tum of the hadronically decaying top-quark candidates with
pT > 300 GeV. In this measurement, the boosted top-quark
candidate is identified as a single large-radius jet (R = 1.0)
using jet substructure techniques.

We find a significant improvement of the agreement
between MC simulation and data when electroweak correc-
tions are included, although the statistical prowess of the data
sample as well as the high-pT reach are limited in this mea-
surement.

5 Conclusions

In this paper we have presented the first predictions for top-
pair plus jet production including Born and one-loop EW

corrections. We compared these corrections with the ones for
top-pair production and overall found a universal behaviour
indicating a factorisation of the EW corrections with respect
to additional jet radiation for inclusive observables. Subse-
quently, based on the MePs@Nlomultijet merging frame-
work in Sherpa combined with OpenLoops, we derived
parton- and particle-level predictions for inclusive top-pair
production including NLO QCD and EW corrections. The
EW corrections are incorporated in an approximation, based
on exact virtual NLO EW contributions combined with
integrated-out QED bremsstrahlung. We showed that this
approximation is able to reproduce the full NLO EW result
for t t̄ and t t̄+ jet production at the percent level. Comparing
our predictions against a recent measurement for the top-
quark pT-spectrum performed by ATLAS in the lepton +
jet channel we find very good agreement between the NLO
multi-jet merged Monte Carlo predictions and data when the
EW corrections are included.
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NLO EW : Automation of NLO EW calculations

Public tour-de-force framework for automatic fixed order NLO QCD+EW calcns 
FKS NLO subtraction extended to EW sector, implemented, automated 
Finite width effects in automated complex mass scheme at tree & 1-loop level 
QED shower counterterms done, public release of NLOPS part pending further study 
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Figure 14: Transverse momentum of the hardest jet in pp ! tt̄j production.

to the automation of such computations in the framework of MadGraph5 aMC@NLO. In

order to be definite, and given its importance for the current and future physics collider

programmes, we have explicitly discussed the QCD+EW case, which o↵ers the additional

advantage of exposing the problems posed by an infrared sector which is by far and large

maximally involved. However, the validity of our treatment is not restricted to those

theories, and importantly this remark applies to the upgraded public version of the Mad-

Graph5 aMC@NLO code, which we release in conjunction with this paper. In particular,

mixed-coupling capabilities do not impair one of the guiding principles that underpin our

software, namely that the characteristics specific to a given theory are not hardwired in

the code, but loaded dynamically into it as part of a model that is fully under the user’s

control. One example not related to EW corrections has been presented in ref. [167], in

the context of charged-Higgs studies.

In order to exemplify the procedure adopted to subtract the infrared singularities in

a mixed-coupling expansion, we have explicitly extended the relevant formulae of the FKS

method to the QCD+QED case. We have also shown how to re-formulate the FKS sub-

traction in presence of final-state tagged particles, represented by means of fragmentation
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order) LO1, NLO1, and NLO2. As is evident from the plot, in particular from the lower

inset, the relative impact of the former NLO contribution increases with pT – being equal

to about 5% of the total cross section at the threshold, growing significantly immediately

afterwards, and reaching a value of about 30% for pT (j1) & 150 GeV. As far as ⌃NLO2
is

concerned, it is equal to about �2% of the total cross section at the threshold. It decreases

slightly up to pT (j1) ⇠ 100 GeV, and then increases (in absolute value) significantly,

to reach values of O(�5%) at pT (j1) ⇠ 1 TeV. As was already observed in several of

the cases discussed so far in this section, the hierarchy among the various contributions

does not really follow the one based on naive coupling-constant counting (apart from the

two dominant contributions), with large violations associated with increasingly subleading

terms.

7 Conclusions

In this paper, we have studied a number of topics relevant to the perturbative computa-

tions that are accurate to NLO in the simultaneous expansion in two coupling constants,

which we refer to as mixed-coupling scenario, with the final goal of applying our findings
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Fig. 1: Upper plot: The total charge multiplicity as mea-
sured by [28]. Lower plot: The heavy jet mass measured
by [29]. For simulation setup see Sec. 5
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Fig. 1 Simple process with three colour dipoles. This process is used
to calculate the weight for the colour rearrangement

energy needed for the dipole combination. We use MadGraph
[26] to generate the process e+e− → uūgg and calculate
the weights of the squared colour amplitudes w(1; 2; 3; 4) =
jamp2[0] and w(1; 3; 2; 4) = jamp2[1] at the given !. If
a flat random number in [0, 1) is smaller than

Pswap = w(1; 3; 2; 4)
w(1; 2; 3; 4)+ w(1; 3; 2; 4)

we swap the momenta of the gluons g2 and g3 which cor-
responds to rearranging the colour structure. Note that the
weights take into account interferences and parts of off-shell
effects but neglect the non-diagonal elements in the colour
basis.

As the matrix element is simple and fast to compute we
also allow swapping in the chain that was not modified by
the last emission, by simply calculating the swapping proba-
bility for all neighboring triple dipoles. If the colour chain is
already in an order preferred by the matrix element this will
not change the probability of having this colour structure, see
third comment in Sect. 4, if not the lines will be rearranged
to the‘preferred’ order. Preferred is a probabilistic mixture of
short or long chains which is now given by Pswap rather than
an uncontrolled function of evolution variable and emission
angle.

4 Comments

We would like to add some comments on the rearrangements:

1. By swapping to the preferred smaller dipole masses we
allow fewer emissions in the following, as the dipole
phase space is given by the mass of the dipole.

2. Assume a shower produces, for a given phase space
point, the preferred colour structure with ME weight
w1 = w(1; 2; 3; 4)with probabilityaand the unfavoured

colour structure with probability 1 −a. Then a swapping
will produce the favoured colour structure as, 2

(
1− w2

w1 + w2

)
· a+

(
w1

w1+w2

)
· (1 − a) = w1

w1 + w2

and similar for the unfavoured colour structure.
3. This method does not need weighted events to correct for

the colour assignment.
4. The rearrangement can be performed at any step of the

shower and is not restricted to a given multiplicity.
5. A possible failure of the method is the rearrangement to

produce dipoles with masses that are too small to create
colour singlets that further can decay to mesonic states.
We did not yet observe this behaviour.

6. It is anticipated that we can use the same process to rear-
range the colours of incoming partons if we do not allow
the swapping of final state to initial state momenta. To
do so we will in a further publication invert the incom-
ing three-momenta and define all dipole participants as
outgoing. As we sum over all helicity combinations this
should give the correct weights.

7. Once the method is extended to LHC physics the colour
reconnection model needs to be reviewed/retuned as
the rearrangement will create another density of cluster
masses/strings sizes.

8. Using matrix elements with longer dipole chains e.g.
γ ∗ → uūggg to distinguish more permutations of inter-
mediate gluons is part of future work.

9. It is clear that the method can be applied to any kind
of dipole like shower e.g. the Sherpa [10], the final state
shower of Pythia [3] as well as the Dire shower [12]. In
discussions with the authors of these showers it became
clear that in the actual implementation the colour assign-
ments in gluons splittings is performed to correct for the
symmetric gluon splitting function. The effects of these
choices will be subject of future work.

5 Results

In order not to bias3 the results by tuning we choose to use
the tuned values of the improved agular ordered or Q̃ shower
of Herwig [27]. Further tuning of the shower with the modi-
fications described in this work will improve the description
of data but is also able to hide the effects due to rearrang-
ing the colours. Namely, parameters controlling the Cluster
fission mechanism might allow having similar effects, as the
number of particles can be reduced either by splitting clus-

2 Produce favoured and remain and produce unfavoured but change.
3 By assuming an improved coherence picture after rearranging color
dipoles this statement might be questionable.
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Fig. 11: The di↵erence in azimuthal angle between the
planes of two initial-state g ! qq̄ branchings in gg ! h0

predicted using the dipole parton shower (DS) in Her-
wig7. The dipole parton shower (DS-CorrO↵) prediction
without spin correlations is also included. Predictions ob-
tained using the dipole parton shower restricted to al-
low branchings from II dipoles only and with a modi-
fied handling of splitting recoils, as described in the text,
are shown with (DS-II) and without (DS-II-CorrO↵) spin
correlations. The result obtained from a sample of LO
events generated using MadGraph5 aMC@NLO (LO)
is shown for comparison.

and also give correlations between the decay products of
di↵erent unstable particles. As we are interested in cor-
relations in the parton shower, in this section we look at
correlations in the decay of a coloured particle, namely the
top quark. Fig. 12 shows the azimuthal separation of the
charged leptons in dileptonic pp ! tt̄ events at a centre-
of-collision energy of 8 TeV, measured by CMS. In addi-
tion we show the predictions of this distribution obtained
using the angular-ordered and dipole parton showers in
Herwig7. The hard process is produced using a LO ma-
trix element. In the angular-ordered shower the top-quark
decays are corrected to NLO in QCD while in the dipole
shower no such correction is applied to obtain these pre-
dictions. There is reasonable agreement between the ex-
perimental result and both parton shower algorithms in-
cluding spin correlations whereas the results without spin
correlations clearly fail to describe the data.

4 Conclusions

We have implemented the spin correlation algorithm
of Refs. [14–18] in the angular-ordered and dipole parton
showers in Herwig7. This feature will be available for
public use in Herwig7.2. We have compared the predic-
tions obtained using each of the parton showers in Her-
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Fig. 12: The azimuthal separation of the charged lep-
tons in 8 TeV dileptonic pp ! tt̄ events, as measured by
CMS [32] and predicted using the angular-ordered (QS)
and dipole (DS) parton showers in Herwig7. The predic-
tions of the angular-ordered (QS-CorrO↵) shower and the
dipole shower (DS-CorrO↵) without spin correlations are
also shown.

wig7 to analytic calculations or predictions obtained us-
ing a LO ME. Through these comparisons we have con-
firmed that the spin correlation algorithm is functioning
correctly in both showers.

The handling of splitting recoils in the dipole shower
is not formally included in the spin correlation algorithm.
We have discussed these limitations and presented results
that show where these e↵ects are evident. Despite these
limitations, we find that the dipole shower, and the angular-
ordered shower, produce a fairly accurate prediction of a
spin-correlation sensitive observable, namely the azimuthal
separation of the leptons, in pp ! tt̄ events.

While spin correlation e↵ects are often unobservable
in average distributions, as we have seen there are cases
where they are important. Their implementation in Her-
wig7 is therefore an important part of improving the ac-
curacy of the simulation.
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wig7. The dipole parton shower (DS-CorrO↵) prediction
without spin correlations is also included. Predictions ob-
tained using the dipole parton shower restricted to al-
low branchings from II dipoles only and with a modi-
fied handling of splitting recoils, as described in the text,
are shown with (DS-II) and without (DS-II-CorrO↵) spin
correlations. The result obtained from a sample of LO
events generated using MadGraph5 aMC@NLO (LO)
is shown for comparison.

and also give correlations between the decay products of
di↵erent unstable particles. As we are interested in cor-
relations in the parton shower, in this section we look at
correlations in the decay of a coloured particle, namely the
top quark. Fig. 12 shows the azimuthal separation of the
charged leptons in dileptonic pp ! tt̄ events at a centre-
of-collision energy of 8 TeV, measured by CMS. In addi-
tion we show the predictions of this distribution obtained
using the angular-ordered and dipole parton showers in
Herwig7. The hard process is produced using a LO ma-
trix element. In the angular-ordered shower the top-quark
decays are corrected to NLO in QCD while in the dipole
shower no such correction is applied to obtain these pre-
dictions. There is reasonable agreement between the ex-
perimental result and both parton shower algorithms in-
cluding spin correlations whereas the results without spin
correlations clearly fail to describe the data.

4 Conclusions

We have implemented the spin correlation algorithm
of Refs. [14–18] in the angular-ordered and dipole parton
showers in Herwig7. This feature will be available for
public use in Herwig7.2. We have compared the predic-
tions obtained using each of the parton showers in Her-
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wig7 to analytic calculations or predictions obtained us-
ing a LO ME. Through these comparisons we have con-
firmed that the spin correlation algorithm is functioning
correctly in both showers.

The handling of splitting recoils in the dipole shower
is not formally included in the spin correlation algorithm.
We have discussed these limitations and presented results
that show where these e↵ects are evident. Despite these
limitations, we find that the dipole shower, and the angular-
ordered shower, produce a fairly accurate prediction of a
spin-correlation sensitive observable, namely the azimuthal
separation of the leptons, in pp ! tt̄ events.

While spin correlation e↵ects are often unobservable
in average distributions, as we have seen there are cases
where they are important. Their implementation in Her-
wig7 is therefore an important part of improving the ac-
curacy of the simulation.
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Fig. 3: The analytic result for the di↵erence in azimuthal
angle between the branching planes of subsequent final-
state g ! gg and g ! gg splittings compared to the dis-
tributions predicted using the angular-ordered (QS) and
dipole parton showers in Herwig7. The predictions ob-
tained using only final-final (DS-FF) and final-initial (DS-
FI) dipoles in the dipole shower are shown separately. The
prediction of the angular-ordered (CorrO↵) shower with-
out spin correlations is included for comparison. The mo-
mentum fraction in the first and second branchings lies in
the range 0.9 < z1 < 1.0 and 0.4 < z2 < 0.5 respectively.

the azimuthal-di↵erence for splittings in which the mo-
mentum fraction in the first and second branchings lies
in the range 0.9 < z1 < 1.0 and 0.4 < z2 < 0.5 respec-
tively as this is the configuration in which the correlation
is strongest. All of the results shown are for the case of
massless quarks.

Each plot shows the analytic result and the parton
shower predictions. In each plot we have included the pre-
diction obtained using the angular-ordered shower with
spin correlations switched o↵. In each case this gives rise
to a flat line at 1/2⇡ and we have confirmed that the dipole
shower also predicts a flat line. All of the parton shower
predictions display good agreement with the analytic re-
sult in each case.

3.2 Correlations with the Hard Process

In this section we consider results that probe the corre-
lations between the parton shower and the hard process.
These tests verify that correlations are passed correctly
between the hard process and the parton shower. In ad-
dition these tests also probe the treatment of spectators
and splitting recoils in the dipole shower, as discussed in
Section 2.5.

The analytic result for the distribution of the azimuthal
angle between the planes of the g ! qq̄ branchings in
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Fig. 4: The analytic result for the di↵erence in azimuthal
angle between the branching planes of subsequent final-
state g ! gg and g ! qq̄ splittings compared to the dis-
tributions predicted using the angular-ordered (QS) and
dipole parton showers in Herwig7. The predictions ob-
tained using only final-final (DS-FF) and final-initial (DS-
FI) dipoles in the dipole shower are shown separately. The
prediction of the angular-ordered (CorrO↵) shower with-
out spin correlations is included for comparison. The mo-
mentum fraction in the first and second branchings lies in
the range 0.9 < z1 < 1.0 and 0.4 < z2 < 0.5 respectively.

h0
! gg ! qq̄q0q̄0 is given in Eqn. (28). This analytic re-

sult and the predictions of the angular-ordered and dipole
parton showers are shown in Fig. 9. In addition we include
the result obtained from a sample of leading-order (LO)
events generated using MadGraph5 aMC@NLO [30].
All quarks are massless and our analysis requires two gluon
splittings to di↵erent quark flavours to enable perfect iden-
tification of the quark pairs. The shower predictions both
display good agreement with the analytic result and the
LO prediction. The di↵erences that remain are due to the
cuto↵ on the transverse momentum used in both parton
showers, whereas the analytic result has no cuto↵ and
the LO result includes a cut on the invariant mass of
the quark-antiquark pairs which does not a↵ect the shape
of the distribution. The transverse momentum cuto↵ re-
moves more of the region z ! 0, 1 where the correlation is
smallest giving a slightly larger correlation e↵ect overall.

The above result probes the the treatment of FSR. In
order to test the correlations between ISR and the hard
process we also consider the Higgs boson production pro-
cess gg ! h0 followed by the backward splitting of each
of the two gluons into an incoming quark and an outgoing
quark. In order to obtain a finite leading-order result we
require that the minimum transverse momentum of the
outgoing quarks is 20GeV.

The predictions for the distribution of the di↵erence in
the azimuthal angle between the planes of the branchings
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Each plot shows the analytic result and the parton
shower predictions. In each plot we have included the pre-
diction obtained using the angular-ordered shower with
spin correlations switched o↵. In each case this gives rise
to a flat line at 1/2⇡ and we have confirmed that the dipole
shower also predicts a flat line. All of the parton shower
predictions display good agreement with the analytic re-
sult in each case.

3.2 Correlations with the Hard Process

In this section we consider results that probe the corre-
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parton showers are shown in Fig. 9. In addition we include
the result obtained from a sample of leading-order (LO)
events generated using MadGraph5 aMC@NLO [30].
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the LO result includes a cut on the invariant mass of
the quark-antiquark pairs which does not a↵ect the shape
of the distribution. The transverse momentum cuto↵ re-
moves more of the region z ! 0, 1 where the correlation is
smallest giving a slightly larger correlation e↵ect overall.

The above result probes the the treatment of FSR. In
order to test the correlations between ISR and the hard
process we also consider the Higgs boson production pro-
cess gg ! h0 followed by the backward splitting of each
of the two gluons into an incoming quark and an outgoing
quark. In order to obtain a finite leading-order result we
require that the minimum transverse momentum of the
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smallest giving a slightly larger correlation e↵ect overall.

The above result probes the the treatment of FSR. In
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parton showers are shown in Fig. 9. In addition we include
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process we also consider the Higgs boson production pro-
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parton showers are shown in Fig. 9. In addition we include
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state g ! gg and g ! qq̄ splittings compared to the dis-
tributions predicted using the angular-ordered (QS) and
dipole parton showers in Herwig7. The predictions ob-
tained using only final-final (DS-FF) and final-initial (DS-
FI) dipoles in the dipole shower are shown separately. The
prediction of the angular-ordered (CorrO↵) shower with-
out spin correlations is included for comparison. The mo-
mentum fraction in the first and second branchings lies in
the range 0.9 < z1 < 1.0 and 0.4 < z2 < 0.5 respectively.

h0
! gg ! qq̄q0q̄0 is given in Eqn. (28). This analytic re-

sult and the predictions of the angular-ordered and dipole
parton showers are shown in Fig. 9. In addition we include
the result obtained from a sample of leading-order (LO)
events generated using MadGraph5 aMC@NLO [30].
All quarks are massless and our analysis requires two gluon
splittings to di↵erent quark flavours to enable perfect iden-
tification of the quark pairs. The shower predictions both
display good agreement with the analytic result and the
LO prediction. The di↵erences that remain are due to the
cuto↵ on the transverse momentum used in both parton
showers, whereas the analytic result has no cuto↵ and
the LO result includes a cut on the invariant mass of
the quark-antiquark pairs which does not a↵ect the shape
of the distribution. The transverse momentum cuto↵ re-
moves more of the region z ! 0, 1 where the correlation is
smallest giving a slightly larger correlation e↵ect overall.

The above result probes the the treatment of FSR. In
order to test the correlations between ISR and the hard
process we also consider the Higgs boson production pro-
cess gg ! h0 followed by the backward splitting of each
of the two gluons into an incoming quark and an outgoing
quark. In order to obtain a finite leading-order result we
require that the minimum transverse momentum of the
outgoing quarks is 20GeV.

The predictions for the distribution of the di↵erence in
the azimuthal angle between the planes of the branchings

https://arxiv.org/pdf/1807.01955.pdf


Parton Showers : Color matrix element corrections for parton showers

Generally parton showers operate in the large Nc approximation 

Beyond leading Nc approximation is hard: shower emission probability involves 
exponentiation of arbitrarily large colour structure matrices 
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Figure 1. Weight distribution for e+e� (left) and pp collisions (right) depending on the number of Nc = 3 emissions
allowed. All generated events are used in these plots, i.e., no further analysis cut is applied.
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Figure 2. Rapidity distribution of the first and second jet as zero, one, two and three Nc = 3 emissions are kept.

Somewhat against intuition, we see a broader weight distribution for LEP events than for LHC events,
despite the fact that we tend to have more colored partons at the LHC. This can be attributed to the
fact that the corrections often tend to be negative at LEP (starting from e+e� ! qq), due to the negative
contribution from coherent emission from the qq-pair. In line with this, we also note that if we separately
study qq ! qq, qg ! qg and gg ! gg, we find the largest weight variations for qq ! qq, another case where
we can expect large negative corrections from qq-pairs.
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study qq ! qq, qg ! qg and gg ! gg, we find the largest weight variations for qq ! qq, another case where
we can expect large negative corrections from qq-pairs.

– 11 –

Leading Nc
1 Nc = 3 emission

2 Nc = 3 emissions

3 Nc = 3 emissions

4 Nc = 3 emissions

5 Nc = 3 emissions

-10 -5 0 5 1010�5

10�4

10�3

10�2

10�1

1

Weight distribution

w

N
(w

)/
N

to
t

Leading Nc
1 Nc = 3 emission

2 Nc = 3 emissions

3 Nc = 3 emissions

-10 -5 0 5 1010�5

10�4

10�3

10�2

10�1

1

Weight distribution

w

N
(w

)/
N

to
t

Figure 1. Weight distribution for e+e� (left) and pp collisions (right) depending on the number of Nc = 3 emissions
allowed. All generated events are used in these plots, i.e., no further analysis cut is applied.

Leading Nc
1 Nc = 3 emission

2 Nc = 3 emissions

3 Nc = 3 emissions

10 5

10 6

Rapidity of first jet

d
s

/
d

y(
je

t
1)

[p
b

]

-4 -2 0 2 4
0.8

0.9

1.0

1.1

1.2

y(jet 1)

R
a

ti
o

Leading Nc
1 Nc = 3 emission

2 Nc = 3 emissions

3 Nc = 3 emissions10 4

10 5

10 6

Rapidity of second jet

d
s

/
d

y(
je

t
2)

[p
b

]

-4 -2 0 2 4
0.8

0.9

1.0

1.1

1.2

y(jet 2)

R
a

ti
o

Figure 2. Rapidity distribution of the first and second jet as zero, one, two and three Nc = 3 emissions are kept.

Somewhat against intuition, we see a broader weight distribution for LEP events than for LHC events,
despite the fact that we tend to have more colored partons at the LHC. This can be attributed to the
fact that the corrections often tend to be negative at LEP (starting from e+e� ! qq), due to the negative
contribution from coherent emission from the qq-pair. In line with this, we also note that if we separately
study qq ! qq, qg ! qg and gg ! gg, we find the largest weight variations for qq ! qq, another case where
we can expect large negative corrections from qq-pairs.

– 11 –

Leading Nc
3 Nc = 3 em.

10 1

10 2

10 3

Rapidity of first jet

d
s

/
d

y(
je

t
1)

[p
b

]

-4 -2 0 2 4
0.85
0.9

0.95
1.0

1.05
1.1

y(jet 1)

R
a

ti
o

Leading Nc
3 Nc = 3 em.

1

10 1

10 2

10 3

10 4
Rapidity of second jet

d
s

/
d

y(
je

t
2)

[p
b

]

-4 -2 0 2 4
0.85
0.9

0.95
1.0

1.05
1.1

y(jet 2)

R
a

ti
o

Leading Nc
3 Nc = 3 emissions

10 2

10 3

Azimuthal separation between jets

d
s

/
d

D
f
(j

e
t

1,
je

t
3)

[p
b

]

0 0.5 1 1.5 2 2.5 3
0.85
0.9

0.95
1.0

1.05
1.1

Df(jet 1, jet 3)

R
a

ti
o

Figure 7. Rapidity distribution of the hardest jet (left), second hardest jet (middle) and separation in � of the
hardest and third hardest jets (right). Our standard analysis cut of p? > 50 GeV is used.
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Figure 8. Distribution of loge(1 � TC) (left) and Tm,c (right) for
p
s = 7GeV. Data and Rivet analysis are taken

from [63].

in figure 7 for the hardest jet. From figure 7, we see that in the Nc = 3 shower, the hardest jet tends to be
central less often as compared to the leading Nc shower. The rapidity distribution of the second hardest
jet shows that it is forward less often. There are also 5� 10% differences in ��ij = �i � �j , �⌘ij = ⌘i � ⌘j

and �Rij =
q
��2

ij +�⌘2ij , for i = 1, 2 , j = 3. As an example ��13 is also shown in figure 7. In general,
with these cuts subleading Nc effects show sizable corrections for many standard QCD observables.

7.3.2 Hadron level analyses

We now turn our attention to hadronized events and to comparisons with LHC data. We have compared
the subleading Nc corrected parton shower to experimental data for a wide range of QCD observables, using
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in figure 7 for the hardest jet. From figure 7, we see that in the Nc = 3 shower, the hardest jet tends to be
central less often as compared to the leading Nc shower. The rapidity distribution of the second hardest
jet shows that it is forward less often. There are also 5� 10% differences in ��ij = �i � �j , �⌘ij = ⌘i � ⌘j
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with these cuts subleading Nc effects show sizable corrections for many standard QCD observables.
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with these cuts subleading Nc effects show sizable corrections for many standard QCD observables.
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in figure 7 for the hardest jet. From figure 7, we see that in the Nc = 3 shower, the hardest jet tends to be
central less often as compared to the leading Nc shower. The rapidity distribution of the second hardest
jet shows that it is forward less often. There are also 5� 10% differences in ��ij = �i � �j , �⌘ij = ⌘i � ⌘j

and �Rij =
q
��2

ij +�⌘2ij , for i = 1, 2 , j = 3. As an example ��13 is also shown in figure 7. In general,
with these cuts subleading Nc effects show sizable corrections for many standard QCD observables.
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FIG. 7. The impact of subtracted real-emission corrections, Eq. (59), and endpoint terms, Eq. (60) on the radiation pattern
in e+e� !hadrons at LEP I energies. We show the contributions from q ! qgg (left) and q ! qq0q̄0 (right) to the di↵erential
2 ! 3 (red) and 3 ! 4 (right) jet rates in the Durham algorithm.
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FIG. 8. Scale variations in the leading-order and next-to-leading order (soft) parton shower simulation of e+e� !hadrons at
LEP I energies at parton level. We compare to both the plain leading-order predictions (green) and the result in the CMW
scheme (red).
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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2 ! 3 (red) and 3 ! 4 (right) jet rates in the Durham algorithm.
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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Appendix A: Real-emission corrections to soft-gluon radiation

This appendix details the computation of the real-emission corrections listed in Eqs. (19)-(20). We perform the
calculation separately in the strong ordering approximation, for the soft remainder term, and for the two collinear
contributions in Eqs. (7).
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Figure 3: (a) Illustration of the modification of the transverse momentum (upper panel)

and rapidity (lower panel) of gluon 1 after emission of gluon 2, shown as a function of

the rapidity of gluon 2. Prior to emission of gluon 2, gluon 1 originally has a rapidity

⌘g1 ' 2.3 and transverse momentum ep?,g1 = v1 = 10�6Q (v1 = 10�6Q and 1 � z1 =

10�5). Gluon 2 has v2 = 1
2v1 and is emitted parallel in azimuth to gluon 1. To help

guide the eye, four regions of gluon 2 rapidity are labelled according to the identity of the

parton that branches and that of the spectator. The results have been obtained using a

numerical implementation of the kinematic maps of section 2. The transverse momentum

shifts in (a) can be reinterpreted in terms of the e↵ect they have on the e↵ective matrix

element for double-soft emission. Plot (b) shows the ratio of this e↵ective matrix element

to the true one, as a function of the azimuthal angle between the two emissions and their

transverse-momentum ratio (in a specific “diamond” region of widely separated rapidities,

cf. Appendix A). For simplicity, the matrix-element ratio is given in the large-Nc limit.

pattern of modifications:

1. q̄[g1] ! q̄g2[g1] : p?,g1 = ep?,g1 , ⌘g1 = e⌘g1 ,
2. g1[q̄] ! g1g2[q̄] : p?,g1 = ep?,g1 � p?,g2 , ⌘g1 = e⌘g1 � ln

|p?,g1
|

|ep?,g1
| ,

3. g1[q] ! g1g2[q] : p?,g1 = ep?,g1 � p?,g2 , ⌘g1 = e⌘g1 + ln
|p?,g1

|
|ep?,g1

| ,

4. q[g1] ! qg2[g1] : p?,g1 = ep?,g1 , ⌘g1 = e⌘g1

(3.13)

In regions 1 and 4, gluon 1 remains essentially una↵ected by the emission of 2 (the trans-

verse recoils are absorbed by the quark). This is correct, because in the exact matrix

element, soft gluons that are widely separated in rapidity are independent of each other.

In regions 2 and 3, where g2 is at relatively central rapidities, the situation is di↵erent:

g1 acquires a transverse recoil to balance the transverse momentum of g2: this causes the

p?,g1/ep?,g1 to be equal to 1
2 in the corresponding regions of Fig. 3a. There is also a corre-
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Figure 2: Lund-diagram illustrations of the subleading-NC issue in the showers that we

consider. As a starting point we take a right (left)-moving quark (anti-quark), and gluon g1
emitted at the ⌘� ln p? coordinate shown in the big (“primary”) triangle. The phase-space

for emission of a further gluon from the qg1 dipole corresponds to the shaded area to the

right of g1 on the primary triangle, and the right-hand face of the “leaf” that comes out

of the plane; analogously the phase-space for emission from the q̄g1 dipole corresponds to

the shaded area of the primary triangle to the left of g1 and to the left-hand face of the

leaf. The colour factor associated with the phase-space region is indicated by the colour of

the shading: grey denotes CF , while blue denotes CA/2. The left-hand diagram shows the

correct pattern, the right-hand diagram shows the outcome of dipole showering.

now extending into the primary Lund triangle.6 Since regions with simultaneous soft and

collinear enhancements (i.e. extended areas in the Lund diagram) tend to be associated

with leading double logarithms in distributions of common observables, one may expect

that this issue with subleading Nc terms will also a↵ect those double logarithms. We will

investigate this in section 4.1.

3.3 Issues in two-emission case: single strong ordering

Now we turn to the case where v2 is only moderately smaller than v1. Again one may

consider the four cases listed in section 3.2, and in each case we will determine the kine-

matics of the four final-state partons. It is easiest to first illustrate what happens with

reference to Fig. 3a. Here we have generated a sequence of two emissions, g1 and g2, with

v2 = v1/2, and we study how the momentum of g1 is modified after emission of g2. Using

ep?,g1 and e⌘g1 (p?,g1 and ⌘g1) to denote the 2d-vector transverse momentum and rapidity

respectively of gluon g1 before (after) emission of g2, the figure illustrates the following

6Note that since we start with a qq̄ system, the primary plane emits only from the front face. For

an initial gg system, one might instead choose to represent emissions from both the front and rear faces,

reflecting the presence of two CA/2 dipoles.
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Parton Showers : Logarithmic accuracy of parton showers: a fixed order study

Basic fixed order analysis of two FS dipole showers in Pythia 8 & DIRE [@LO]  
`Later’ gluons attributed to emission off `earlier’ ones even if closer in angle to qq 
Effective matrix element of parton showers different to known analytic result 
Find leading logs generally correctly resummed only in leading-Nc approx [CF=CA/2] 
Next-to-leading logs at leading-Nc generally incorrect due to recoil attribution

Mrinal Dasgupta, Frédéric Dreyer, Keith Hamilton, Pier Monni, Gavin Salam
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nNLOPS: MINLO t-channel single-top plus jet

Multiscale Improved NLO, aka MiNLO, method extended to MiNLO’ for colour 
singlet+jet production HJ / VJ / HVJ / WWJ 

MiNLO’ means above calcns become simultaneously NLO for H / V / HV / WW 

Extended to complex process [HJJ] in proof-of-concept work [Frederix, KH] 

Proof-of-concept refined into public code for MiNLO’ single-top+jet [ STJ* ]

Stefano Carrazza, Rikkert Frederix, Keith Hamilton, Giulia Zanderighi
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Figure 2. Rapidity (left) and transverse momentum (right) of the top quark in t-channel single-top
production. Predictions from the Powheg ST program [52] are shown in green. Results from the
new Minlo STJ simulation are displayed in blue, while those of its improved counterpart, STJ

?,
appear in red. All predictions include parton shower effects simulated by Pythia8 [101].

scale uncertainty at NLO, as is well known to be the case for inclusive t-channel single-
top observables, with the STJ predictions lying no more than 10% away from the latter,
throughout almost all of the two distributions, and with a larger associated uncertainty,
compatible with the fact that it is only LO accurate.

In the case of the top quark rapidity distribution the improved STJ
? simulation agrees

with the ST results to within . 2% in the central region, deviating slightly from it, by ⇠ 6%,
at high values of the absolute rapidity, |y(t)| > 3. These deviations are, nevertheless, just
of the same size as the ST scale uncertainties in these regions, modulo some statistical
fluctuations.

Besides the central prediction of STJ
? converging on that of the ST simulation, so too

does its scale uncertainty band. The uncertainty band of the ST simulation is as small
as ±3% in the central y(t) region of the first ratio plot. The STJ

? uncertainty band in
the third ratio plot is at the level of +2%/�6% in the same region, to be compared with
+20%/�10% in the STJ case.

At the extremities of the top quark rapidity distribution, |y(t)| & 3.5, the STJ
? un-

certainty band exceeds that of ST, and looks somewhat more like that of STJ. Such
imperfections are not entirely unexpected in these regions, especially when working with
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Figure 3. Inclusive jet cross sections in t-channel single-top production, with a jet transverse
momentum threshold of 25 GeV. The left-hand plot shows predictions for jets defined according
to the kt clustering algorithm with radius parameter R = 1, while the right-hand plot gives the
analogous predictions for the case of the anti-kt algorithm with R = 0.4. As in Fig. 2 we show in
green, blue and red, predictions from the ST, STJ and STJ

? simulations respectively.

cross sections fall below those of STJ and STJ
? by an amount which increases with Njets.

Both the STJ
? and STJ predictions in the Njets � 2 and Njets � 3 bins, are NLO and

LO accurate respectively. On the other hand, in the ST case, the description of Njets � 2

is LO accurate, while events in the Njets � 3 bin are due entirely to parton showering.
The undershooting of jet cross sections by simulations based on lower multiplicity matrix
elements, compared to those built from higher multiplicity ones, is a typical observation in
comparisons of event generators based on matrix element-parton shower matching/merging.

3.5 Differential jet rates

The n ! m differential jet rates, ynm, measure the value of the distance measure in the
exclusive kt clustering algorithm at which an n-jet event becomes resolved as an m-jet one.
They are key variables of interest in validating our STJ and STJ

? generators.
The p

y01 jet rate, on the left-hand side of Fig. 4, is essentially equivalent to the
transverse momentum spectrum of the hardest jet obtained in the inclusive kt clustering
algorithm, with jet radius R = 1. Hence p

y01 is therefore described with NLO accuracy
by the ST simulation and LO accuracy by STJ. Correspondingly, except for the region
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NNLOPS: NNLOPS accurate predictions for WW production

Building on original NNLOPS proposal WWJ MiNLO’ code can be reweighted 
differentially to [MATRIX] NNLO in 9D Born phase space to yield NNLOPS 

9D reweighting reduced to 9x9 copies 3D grids [no-W-decays] phase space by 
decomposing angular distn of each decay in terms of 9 spherical harmonics 

Supplements NNLO with resummation & real-life output. Code now public.

Emanuele Re, Marius Wiesemann, Giulia Zanderighi
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Figure 8. Same as Fig. 7, but for the distribution in the transverse momentum of the colourless
final-state system; (a) fiducial-noJV and (b) fiducial-JV phase space.

terms. As a consequence, the uncertainty will be smallest in the intermediate-pT region.

We continue by showing in Fig. 8 the transverse momentum of the colourless final-

state (diboson) system (pT,WW ).16 The fiducial-noJV setup in the left panel of that

figure reveals no surprises: the NNLO curve diverges at small transverse momenta, which

is cured in the NNLOPS prediction by the parton shower. The general behaviour is very

similar to the pT distribution of the leading jet. The pT,WW distribution in the fiducial-JV

setup (right panel of Fig. 8), on the other hand, shows some quite prominent e↵ects: in

the intermediate pT region (40GeV. pT,WW . 100GeV) NNLO and NNLOPS results

can di↵er by more than one order of magnitude, while at low pT NNLO shows the typical

unphysical behaviour, and at high pT the two predictions become similar again. It is

interesting to notice that the NNLOPS result before showering (see the green, dash-dotted

result at LHE level in the ratio) follows closely the NNLO curve in the intermediate pT
range. Hence, this large gap is filled up in the NNLOPS prediction entirely by soft radiation

due to the parton shower. This can be understood as follows: beyond the region where

jet-veto requirements are applied (25GeV and 30GeV respectively) the NNLO pT,WW

distribution drops significantly as a substantial fraction of events with a hard jet recoiling

against the W+W� system is removed. In fact, disregarding high-rapidity jets which

escape the jet veto requirements, the NLO distribution has a boundary at the jet veto cut.

Thus, the NNLO result is e↵ectively only LO accurate at larger pT,WW values, and only

16Note that we performed a qualitative comparison of the inclusive pT,WW distribution with the ana-

lytically resummed results of Refs. [82], and we found remarkable agreement in terms of shape between

NNLOPS and NNLL+NNLO.
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Figure 8. Same as Fig. 7, but for the distribution in the transverse momentum of the colourless
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terms. As a consequence, the uncertainty will be smallest in the intermediate-pT region.

We continue by showing in Fig. 8 the transverse momentum of the colourless final-
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terms. As a consequence, the uncertainty will be smallest in the intermediate-pT region.

We continue by showing in Fig. 8 the transverse momentum of the colourless final-

state (diboson) system (pT,WW ).16 The fiducial-noJV setup in the left panel of that

figure reveals no surprises: the NNLO curve diverges at small transverse momenta, which

is cured in the NNLOPS prediction by the parton shower. The general behaviour is very

similar to the pT distribution of the leading jet. The pT,WW distribution in the fiducial-JV

setup (right panel of Fig. 8), on the other hand, shows some quite prominent e↵ects: in

the intermediate pT region (40GeV. pT,WW . 100GeV) NNLO and NNLOPS results

can di↵er by more than one order of magnitude, while at low pT NNLO shows the typical

unphysical behaviour, and at high pT the two predictions become similar again. It is

interesting to notice that the NNLOPS result before showering (see the green, dash-dotted

result at LHE level in the ratio) follows closely the NNLO curve in the intermediate pT
range. Hence, this large gap is filled up in the NNLOPS prediction entirely by soft radiation

due to the parton shower. This can be understood as follows: beyond the region where

jet-veto requirements are applied (25GeV and 30GeV respectively) the NNLO pT,WW

distribution drops significantly as a substantial fraction of events with a hard jet recoiling

against the W+W� system is removed. In fact, disregarding high-rapidity jets which

escape the jet veto requirements, the NLO distribution has a boundary at the jet veto cut.

Thus, the NNLO result is e↵ectively only LO accurate at larger pT,WW values, and only

16Note that we performed a qualitative comparison of the inclusive pT,WW distribution with the ana-
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Figure 5. The differential distributions of the transverse momentum (left panel) and the rapidity
(right panel) of the Higgs boson. The one-loop squared terms from the gg !HZ channel have not
been included.

and scale variation bands are properly reconstructed within statistical fluctuations, which
increase at high transverse momentum (pt,H & 400 GeV) and large rapidity (|yH| & 3). The
agreement between NNLO and HZ-NNLOPS(LHEF) in these corners of phase space could be
improved further by increasing the statistics of the reweighting factor and decreasing the
bin-sizes in this region.

Finally we turn to the discussion of the distribution of the transverse momentum of
HZ system, an observable which is singular at Born level but receives corrections due to
QCD radiation at higher-orders in perturbation theory. We compare results obtained us-
ing two different reweighting prescriptions: the one described in Sec. 2.3, presented in the
left plot of Fig. 6, and a setup where we set the function h(pt) ⌘ 1 in Eqs.(2.15)-(2.17),
shown in the right hand side of Fig. 6. As expected, we observe that the HZJ-MiNLO and
HZ-NNLOPS(LHEF) predictions feature a Sudakov damping at low transverse momentum,
while the NNLO prediction diverges in this region. Furthermore, we observe that for the
h(pt) = 1 case, the HZ-NNLOPS(LHEF) results are uniformly shifted with respect to the orig-
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NNLOPS: NNLOPS accurate HZ production with NLO decay H→bb

Same NNLOPS methodology as WW 
case but here for HZ production 

Simulation includes also NLO 
corrections to H→bb decay 

Inclusive quantities agree perfectly 
with NLO 

NNLOPS resums important multiple 
emission effects NNLO misses  

Public code available

William Astill, Wojciech Bizon, Emanuele Re, Giulia Zanderighi
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Figure 9. The differential distribution of the transverse momentum of the bb̄-jet system without
(left) and with (right) the cut pt,Z > 150 GeV. Results include the gg!HZ contribution.

the Higgs decay (purple), HZNNLOPS with NLO corrections to the H ! bb̄ decay (red) and
HZJ-MiNLO predictions, with NLO decay (green). We see that the two HZNNLOPS predictions
are compatible with each other all the way down to relatively low M

bb̄
masses. We note that

the scale uncertainty is very small, of the order of 2-5%, when no gg !HZ contribution is
included. This uncertainty increases when gg!HZ events are included, since these events
sit at M

bb̄
= MH before showering. The small scale variation band is not indicative of the

true uncertainty on this distribution and is related to the fact that HZJ-MiNLO results have
been reweighted to NNLO results. In fact, the pure HZJ-MiNLO predictions, even without
gg ! HZ, have a larger uncertainty. We also note that this uncertainty is also somehow
underestimated as the band does not cover the HZNNLOPS results. This is related to the
well known fact that, in a plain POWHEG simulation, the scale is varied at the level of the
B̄ function, which is by definition inclusive over radiation, whereas the M

bb̄
spectrum is

sensitive to radiation.
In Fig. 11 we now compare fixed-order predictions (green) and our best prediction

HZNNLOPS with NLO corrections to the H ! bb̄ decay (red). In the plots of Fig. 11 we
show predictions obtained with b-jets clustered with R = 0.4 (top panels) and R = 0.7

(bottom panels). We point out that in order to populate the region to the left of the peak
(M

bb̄
< MH) there must be a radiation off the b-quarks produced in the Higgs decay. On

the contrary, the region on the right hand side of the peak (M
bb̄

> MH) is filled only when
additional radiation, off the partons from the production stage, is clustered with the Higgs
decay products.

In Fig. 11 we notice a sizeable enhancement in the M
bb̄

distribution to the left of
the Higgs peak. This enhancement was already observed in refs. [9, 20] and is even more
dramatic in this case. If we compare our left plots to the Figs. (4) and (11) of ref. [9] we
observe a larger K-factor. However there are a number of differences. First, the results of
ref. [9] are obtained with R = 0.5. Second, our MCFM-8.0 predictions are obtained using
massive b-quarks, while the NNLO-approx calculation shown in ref. [9] is obtained with
massless b-quarks. Furthermore, the two computations use different fiducial cuts and in [9]
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Summary

Soft QCD 
Substantially improved modelling of LHC total, elastic, diffractive in Pythia8 
Start of platform to explore collective effects in Pythia8: spacetime pic of hadronizatn 

NLO EW 
Semi-automatised NLO QCD+EW in SHERPA with approx PS matching 
Full NLO EW automation in MG5_aMC framework, public QCD+EW NLOPS to follow 

Parton showers 
Improvements re inclusion of spin & colour correlations though effects look small 
Work towards `NLO showers’ by DIRE [Hoeche, Prestel & Co] 
Nuts+bolts analysis of dipole showers w.r.t resummation initiated by Dasgupta & Co    

[N]NLOPS 
Handful of public NNLOPS processes by now developed by Re, Zanderighi & Co 
Proof-of-concept extending MiNLO’ to complex procs no longer proof-of-concept 

Misc 
Promising neural network approach to obtaining fast parton shower uncertainties  
Much faster matching of HEJ generator, based on high energy factorization, to NLO



Patrick Kirchgaeßer

Importance of Colour Reconnection - hadronic collisions

[Sjöstrand, van Zijl, Phys. Rev. D36 (1987) 2019]

Increase described by scatterings with  
minimal string length (string model)

Model for Multiple Parton Interactions (MPI) for hadronic collisions

‚Reconnection’ needed to connect MPI 
in a sensible way 

QCD@LHC 2018

Patrick Kirchgaeßer

Colour reconnection: Necessary for event generators 
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Soft QCD : Colour Reconnection from Soft Gluon Evolution

Colour reconnection rearranges parton 

colour assignments prior to 

hadronizatn minimizing string lengths 

Important at LHC where it’s not clear 

how colour flows between MPI 

scatterings relate to one another 

Long colour strings to proton 

remnants generate excess of Nch per 

event, making <pT> vs Nch too flat  

Important also for W mass, top mass 

analysis, and better descn of SM bkgs

Stefan Gieseke, Patrick Kirchgaeßer, Simon Plätzer, Andrzej Siodmok

https://arxiv.org/pdf/1808.06770.pdf


Soft QCD : Colour Reconnection from Soft Gluon Evolution

Most colour reconnection models 

based on brute force minimization by 

comparing cluster masses 

New proposal to carry out full colour 

parton shower evolution of cluster 

model cluster constituents exchanging 

only virtual gluons  

Perturbative take on NP physics 

Still experimental but behaves like 

conventional CR models: reduced 

cluster mass and colour length drop 

Stefan Gieseke, Patrick Kirchgaeßer, Simon Plätzer, Andrzej Siodmok

Patrick Kirchgaeßer
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Figure 9: Average unbaryonization probabilities with respect to the average sum of h�Y i

and h�Ri of the constituent quarks of the baryonic clusters. The outliers for high values

are due to missing statistics.

colour flows. The reconnection probability is a dynamic quantity as it strongly depends on

the kinematics of the cluster constituents before and after reconnection and the parameter

µ which can be viewed as a cuto↵ parameter of the colour flow evolution in Eq. 3.8. In

Fig. 10 we show the distribution of invariant cluster masses for four cluster evolution with

two di↵erent values of µ = {1, 0.01} GeV and the corresponding colour length drop [10]

which is defined as

�if = 1 �
�final

�initial
, (6.3)

where �initial and �final denote the colour length before and after colour reconnection in an

event which is defined as the sum of squared invariant cluster masses

� =
NclX

i=1

M2
i . (6.4)

If there is no colour reconnection �initial ⇡ �final and �if approximately vanishes. If �if ⇡

1 there was quite a significant change in � which indicates a big e↵ect due to colour

reconnection. The kinematics of the four clusters were sampled with the RAMBO method.

In order to have more physical cluster masses we sample them with a centre-of-mass energy

of 10 GeV which is closer to the cluster mass spectrum at the end of a typical shower

evolution.

Comparing the four cluster evolution with the di↵erent values for µ we see that the

lower µ, the more likely it is to pick a colour flow which results in a reduction of invariant

cluster masses. For all values the distribution of �if peaks at zero and is then distributed

towards the positive and negative region where the majority of the values are in the positive

region indicating a reduction in terms of invariant cluster masses. Negative values of �if are

also possible since we do not veto any colour flows which would result in higher invariant

cluster masses. For µ = 0.01 the colour reconnection algorithm has the highest impact,

severely shifting the distribution of invariant cluster masses towards smaller values which

can also be seen for �if . Because µ can be interpreted as the cut-o↵ parameter of the colour
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NLOPS: Resonance-aware subtraction in the dipole method

Momentum map in dipole subtraction only sees external particles  
Map from Real to Born can throw on-shell intermediates off-shell & vice versa  
Answer still finite, unchanged, but subtraction prone to be inefficient/unstable  
Problem first noticed and addressed by Ježo & Nason in FKS subtraction 
Reformulate dipole subtraction for better convergence & stability in application 
to processes with intermediate resonances

Stefan Höche, Sebastian Liebschner, Frank Siegert
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Figure 1. Possible real correction configuration for W
+
W

�
bb̄ production and Born configuration

of associated standard CS-dipole. The curved arrow on the right indicates the flow of the recoil.

term being evaluated at different virtualities of the intermediate top-quarks than the real-
emission diagrams whose divergences it counteracts. As the top-quark propagator scales
like (p2t �m

2
t + imt�t)�1 and �t ⌧ mt, the change in virtuality may cause numerically large

deviations between the real-emission corrections and the corresponding subtraction terms.
Though the cancellation of infra-red divergences still takes place, the associated large weight
fluctuations may significantly affect the convergence of the Monte-Carlo integration. The
problem becomes manifest when interfacing the fixed-order NLO calculation to a parton
shower. The difference in matrix-element weights arising from resonant propagators being
shifted off resonance by means of adding radiation and mapping momenta from Born to
real-emission kinematics bears no relation with the logarithms to be resummed by the
parton shower, yet its numerical impact may be similar. This motivates the usage of an
improved kinematics mapping by means of pseudo-dipoles.

3 Pseudo-dipole subtraction

The concept of pseudo-dipoles was introduced in [11] to cope with the situation where
a subset of the final-state partons lead to the production of identified hadrons. In such
a scenario, both emitter and spectator of a dipole may be “identified” in the sense that
they fragment into identified hadrons. Because the directions of the identified hadrons are
measurable, neither emitter nor spectator parton in the dipole can be allowed to absorb the
recoil when mapping the momenta of the real-emission final state to a Born configuration.
Instead the kinematics is balanced by adjusting the momenta of all non-identified final
state particles (not just partons). This idea is reminiscent of standard dipoles with initial-
state emitter and initial-state spectator. In fact pseudo-dipoles may be thought of as a
generalization of these configurations.

In the following, we will review the definition of the pseudo-dipole, describing a q ! qg

splitting, as they have been introduced in [11] and proceed to explain how they can be
exploited for the purpose of resonance-aware subtraction.
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parton shower, yet its numerical impact may be similar. This motivates the usage of an
improved kinematics mapping by means of pseudo-dipoles.
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real-emission kinematics bears no relation with the logarithms to be resummed by the
parton shower, yet its numerical impact may be similar. This motivates the usage of an
improved kinematics mapping by means of pseudo-dipoles.

3 Pseudo-dipole subtraction

The concept of pseudo-dipoles was introduced in [11] to cope with the situation where
a subset of the final-state partons lead to the production of identified hadrons. In such
a scenario, both emitter and spectator of a dipole may be “identified” in the sense that
they fragment into identified hadrons. Because the directions of the identified hadrons are
measurable, neither emitter nor spectator parton in the dipole can be allowed to absorb the
recoil when mapping the momenta of the real-emission final state to a Born configuration.
Instead the kinematics is balanced by adjusting the momenta of all non-identified final
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of associated pseudo-dipoles. The curved arrow on the right indicates the flow of the recoil.

2. If the spectator is the decay product of a resonance and the emitter is not a decay
product of the same resonance, the dipole is replaced by a pseudo-dipole where the
emitter and all decay products of the resonance to which the spectator belongs are
identified.

3. If emitter and spectator are decay products of the same resonance, the standard CS
subtraction formalism is used.

It is clear that these rules can only be applied unambiguously once the diagrammatic
structure of the real-emission corrections is simple enough for a clear assignment of “decay
products” to be made. Despite this severe restriction, the algorithm can be used in a variety
of processes, among them the highly relevant example of top-quark pair production, both
at hadron and at lepton colliders.

Consider again the example e
+
e
�
! W

+
W

�
bb̄. If

p
s > 2mt the dominant contribu-

tion to the cross section stems from diagrams like the one on the left-hand side of Fig. 1.
The standard CS dipole to cover the collinear singularity associated to this diagram is con-
structed by using the Born-level diagram on the right-hand side of Fig. 1. In this situation
the recoil from the emitter parton b̄ to the spectator parton b affects the potentially res-
onant top quark propagators. To avoid this, we replace by means of the above algorithm
the standard CS dipole by a pseudo-dipole and formally “identify” particles. As the first
rule takes precedence we identify b̄, W+ and b. In this manner, the W

� boson is the only
particle left to absorb the recoil. Hence the momentum of the top-quarks are unaltered and
we have achieved our aim. The momentum flow corresponding to this situation is depicted
in Fig. 3. The same reasoning is applied to the pseudo-dipole in which the b quark is the
emitter.

We stress at this point that we do not actually identify particles throughout the cal-
culation. Instead we integrate over all final-state momenta by means of adding partonic
fragmentation functions. We will show in the following how this affects the H- and P-terms
given in [11]. For simplicity, we consider a configuration with no initial state partons and
m final state (anti-)quarks at Born level. In the following, the integration over non-QCD
particles shall be understood whenever we write

R
m d�m.
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Figure 6. Invariant mass of the (anti-)top quark reconstructed at the level of the W
+
W

�
bb̄ final

state from the W -boson and a b-jet with a matching signed flavor tag.

soft g collinear b̄g

CS ID CS ID
j ! b̄, k ! b j ! W

�, k ! b̄ j ! b̄, k ! b j ! W
�, k ! b̄

y �y �y y
1� �z̃(1� y)

1� z̃(1� y)

z̃ �z̃
1� y

1� �y
1 �z̃(1� y)


1� y

1� �z̃(1� y)

1� z̃(1� y)

��1

Table 2. Scaling of Catani-Seymour parameters defined in Eq. (A.1) used to construct the phase-
space trajectories in Sec. 4.1. The scaling parameter is denoted by �, and the gluon is labeled as
particle i.

Table 2 gives the assignment of the final-state momenta to the labels i, j and k for standard
CS dipoles and pseudo-dipoles and shows how y and z̃ are rescaled in order to construct
the phase-space trajectories. The construction of momenta proceeds as follows: We first
combine the three final-state momenta pi, pj and pk into intermediate momenta p̃k and
p̃ij = q � p̃k, where q = pi + pj + pk.

p̃
µ
k =

✓
p
µ
k �

q · pk

q2
q
µ

◆ s
�(q2,m2

ij ,m
2

k)

�(q2, sij ,m2

k)
+

q
2 +m

2

k �m
2

ij

2 q2
q
µ
, (A.2)

where the Källen function is given by �(a, b, c) = (a � b � c)2 � 4 bc. Using the scaled
parameters y and z̃ we compute the new mass of the pseudoparticle ij as sij = y (q2 �

m
2

k) + (1 � y) (m2

i +m
2

j ), and use Eq. A.2 with p̃k $ pk and mij $ sij to recalculate pk
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Figure 5. Evolution of the Monte-Carlo integration results for the subtracted real-emission con-
tribution to the total cross section in e

+
e
�

! W
+
W

�
bb̄ at varying center-of-mass energy. From

top to bottom:
p
s = 3mW ,

p
s = 2mt and

p
s = 4mt. Red solid lines show results from standard

CS-dipoles, while blue dashed lines correspond to pseudo-dipoles. The colored bands in the upper
panels and the lines in the lower panels show the one � statistical uncertainty of the Monte-Carlo
integration.
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NLOPS: New NLOPS predictions for tt+b-jet production at the LHC

ttbb important background for ttH 
New POWHEG ttbb generator in 4FS [massive b’s] ; public release soon 
LO process isαS4 process and multiscale → NLO badly needed 
Expect large scale varns etc 
Future work proposed to study more advanced scale setting procedures
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Figure 7. Predictions for pp ! tt̄bb̄ at
p
s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.
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s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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Figure 7. Predictions for pp ! tt̄bb̄ at
p
s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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Figure 8. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the �R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 7.

that result from the interplay of real-emission matrix elements and g ! bb̄ parton-shower

splittings. Thus they feature an enhanced scale dependence.

For kinematic distributions that are inclusive with respect to NLO QCD radiation,

NLOPS scale variations have a minor impact on shapes and amount essentially to a nor-

malisation shift, similar to what observed at the level of the ttb and ttbb cross sections. In

contrast, in the case of the light-jet pT spectra, scale variations increase from about 30%

in the soft region up to 100% in the hard tails. This is consistent with the fact that such
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Figure 8. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the �R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 7.
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Figure 8. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the �R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 7.
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Figure 7. Predictions for pp ! tt̄bb̄ at
p
s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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Figure 7. Predictions for pp ! tt̄bb̄ at
p
s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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Figure 7. Predictions for pp ! tt̄bb̄ at
p
s=13TeV: distributions in the inclusive number of

additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in the
pT of the second b-jet with ttbb cuts (d). Results at LO and NLO are in blue and red, respectively,
and dashed lines correspond to fixed-order (N)LO predictions, while solid curves represent (N)LOPS
predictions. The bands illustrate the envelope of 7-point µR, µF variations. Absolute predictions are
shown in the main frame. The first ratio plot shows LO, LOPS and NLOPS predictions normalised
to fixed-order NLO. The second ratio plot displays the relative e↵ect of PDF uncertainties applied
to NLOPS predictions Top quarks are kept stable throughout.

Di↵erential observables with ttb and ttbb cuts are presented in Figures 7–8. The

inclusive b-jet multiplicity distribution in Fig. 7a extends the results of Table 1, which

correspond to Nb � 1, 2, to the bins with Nb � 3, 4. The latter are populated by events
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SHERPA 

Reweighting a parton shower using a neural network: the final-state case 
Enrico Bothmann, Luigi Del Debbio 

HEJ 

Merging High Energy with Soft and Collinear Logarithms using HEJ and PYTHIA 
Jeppe Andersen, Helen Brooks, Leif Lönnblad 

Misc

http://inspirehep.net/search?ln=en&ln=en&p=find+a+bothmann,e+or+a+hoeche,s+or+a+hoche,s+or+a+krauss,f+or+a+kuttimalai,s+or+a+schonherr,m+or+a+schumann,s+or+a+siegert,f+or+a+thompson,j.m+or+a+winter,j+or+a+zapp,k+and+date+%3E+2017+and+primarch+hep-ph++and+not+t+houches+and+not+tc+c&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=25&sc=0
http://inspirehep.net/record/1690885
http://inspirehep.net/search?ln=en&ln=en&p=find+a+andersen,jeppe+or+a+brooks,helen+or+a+lonnblad,l+or+a+hapola,t+or+a+maier,andreas+or+a+smillie+and+date+%3E+2017+and+primarch+hep-ph+and+not+t+houches+and+not+tc+c&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=25&sc=0
http://inspirehep.net/record/1640275


Misc: Reweighting a PS using a NN: the final-state case

Prohibitive to use shower MC in PDF fits due to computational cost 
associated to re-evaluating observables for every variation in the PDF 

Usual interpolation methods getting around this in fixed order calcns not 
applicable in context of all orders resummations 

Authors start investigation of feasibility of NN to predict observables subject 
to variations in the parton shower : start with final-state showers

Enrico Bothmann, Luigi Del Debbio
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Figure 7: The reweighting factors for a low- and a high-tlead (Nem) bin are shown in the
upper (lower) row. The projections on the a-s plane show the ratio between
neural-net-predicted and true reweighting factors, ÈwkÍ

NN
b /ÈwkÍb. The predicted

factor was omitted in the training of the corresponding neural net. The clipped
corners in the ratio projection for the tlead bins and the Nem = 1 bin are due
to the ratio being beyond the scale of ±2 % for a = 0.124 and s = 0.25.
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Misc: Higgs+Dijets: Higher-Order Matching for HEJ

New fixed order matching procedure developed for HEJ event generator 

Identical results to before, but far greater MC convergence and stability 

Studied H+jets with VBF cuts, observed NLO xsecn < NLO+HEJ by factor 1.5 

How does picture change with more sophisticated scale choices and showering? 

Proof-of-concept merging HEJ to Pythia8 for real-life simulation shown in 2017

Jeppe R. Andersen, Tuomas Hapola, Marian Heil, Andreas Maier, Jennifer M. Smillie
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Figure 6: Comparison of the new matching procedure to previous HEJ results obtained in [18].
The panels show the transverse momentum distributions of the Higgs boson for (a) inclusive cuts
and (b) VBF cuts.
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Figure 7: Distribution of the invariant mass between the hardest jets. Panel (a) shows the
fractional contributions from exclusive two-, three-, and four-jet events. Panel (b) depicts the
e↵ects of fixed-order matching up to two, three, and four jets.
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