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Global PDF Fits An LHC collision

• How do we model an LHC collision? Proton is composite particle - 
underlying collision involves quarks/gluons:
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• The `parton-model’ - write proton-proton cross section as convolution 
of parton-level cross section and Parton Distribution Functions (PDFs)

�(pp ! h+X) ⇠ �(gg ! h)⌦ g(x1, Q
2)⌦ g(x2, Q

2) ,

f(x)⌦ g(x) ⇠
Z

dyf(x)g(x/y) ,

Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
BCDMS µd F2 [19] 140 / 142 143 / 151 143 / 151
NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e

+
p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78

HERA e

+
p NC 920 GeV[61] 479 /330 402 /330 373/ 330

HERA e

�
p NC 920 GeV [61] 158/ 145 129/ 145 125 /145

HERA e

+
p CC [61] 41 / 34 34 / 34 32 / 34

HERA e

�
p CC [61] 29 / 34 23 / 34 21 / 34

HERA ep F

charm
2 [62] 105 /52 72 / 52 82 / 52

H1 99–00 e

+
p incl. jets [126] 77 / 24 14 / 24 —

ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W

+
,W

�
, Z [10] 94/30 38/30 39/30

CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e

+
e

�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e

+
e

� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �2/Npts. for the data sets included in the global fit. For the NuTeV
⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.

41

�2/dof ⇠ 1

Non-trivial 
check of QCD.

)
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3

�(pp ! h+X) ⇠ �(gg ! h)⌦ g(x1, Q
2)⌦ g(x2, Q

2) ,• LHC cross section given in terms of:

�(gg ! h) : parton-level cross section, apply pQCD.

g(x,Q2) : PDF for gluon with momentum fraction     
and at scale       .

x

Q

• PDFs: cannot currently calculate      extract from global 
fit to wide range of data (DIS, fixed nuclear targets with       
beams, hadron collider data - jets,               …).W, Z, tt

)
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Precise PDFs for the LHC
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Figure 71: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

and gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited amount of
experimental constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 71 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 71, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
PDF uncertainty bands spans ⇠ 100%. Even for more moderate invariant masses the spread is quite large,
with the values of Lgg at MX ⇠ 2.5 TeV varying between ⇠ +10% and �30% in comparison to the central
MMHT14 result. It is thus clear that these uncertainties would represent one of the limiting factors for BSM

124

• Ultimate reach of LHC limited by knowledge of PDFs.

• High mass searches - PDFs in high       
region (currently constraints poor)

Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

Why precision PDFs?

9

Ultimate accuracy of LHC calculations limited by knowledge of proton structure

heavy SUSY particle production Higgs couplings

W mass determination

[HL-LHC forecast]

P
D

F errors

spread  betw
een P

D
F sets

W mass perspectives at the HL-LHC

05/09/2017 A.Savin, UW

15

Improvements in PDF uncertainties,
combination of ATLAS/CMS and LHCb

ATLAS Higgs Physics Prospects at the High Luminosity LHC Paul Glaysher

estimates. The expected precision at which the SM nature of the couplings can be probed with
3000 fb�1 is in the 2 - 15 % range depending on the decay channel.

Figure 1: Relative signal strength errors Dµ/µ in units of SM expectation, taken from Ref. [11],
for 300 and 3000 fb�1. The hashed areas indicate current theory uncertainty.

3. Higgs Self-Coupling

An exciting goal of the HL-LHC is observing di-Higgs boson production, which is sensitive
to the Higgs self-coupling. Measuring the self-coupling, l , will provide the strongest test of as-
sessing the SM nature of the Higgs boson. The expected NNLO cross section is 41 fb for

p
s = 14

TeV [12]. For this challenging measurement, the most promising signatures come from the final
states HH ! bb̄gg with only 320 expected events for 3000 fb�1 but an experimentally clean sig-
nature and HH ! WWgg with 30,000 expected events but subject to large backgrounds. Further,
the bb̄bb̄ and bb̄t+t� final states are also of interest [13]. Results for HH! bb̄gg are shown in
Figure 2a. A strong seperation of signal and background is achieved through angular and mass
cuts. In the case of the HH! bb̄gg channel alone, 8.4 signal and 47 background events are se-
lected, assuming a SM coupling lSM. As shown in Figure 2b, just HH! bb̄gg will not be sensitive
at the 5 s discovery level to lSM, but will be able to rule out large deviations from the SM, namely
�1.3 < l/lSM < 8.7. A combination of all available channels from both ATLAS and CMS exper-
iments is likely to be sensitive at the 5 s discovery level to SM Higgs self-coupling by the end of
the HL-LHC run.

3

• Higgs couplings      need 
to model SM production 
precisely.

• Precision SM measurements - PDFs dominant uncertainty 
for e.g.      mass.W

!

3
• Our understanding of QCD at LHC intricately linked to PDFs



PDFs: Recent Progress/Ideas

New Theory/
Methodology

★ High precision theory - 
NNLO now ‘standard’.
★ Resummation (high/low   )
★ Photon PDF.
★ Intrinsic charm
★ Lattice (?).
★ Scale variations in fits.
★ Fast tools - APPLFAST.

New Data in 
Fits

x

★ Jets.
★ W, Z and proton 
strangeness.
★ W, Z      .
★ Isolated Photon
★ Differential     

p?

tt
{

Impact of 
LHC data 
crucial

• Even within this non-exhaustive list I will not have time to cover 
everything - will discuss a few representative topics.

• Before considering the LHC now, what about the future?
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The Future - ‘Ultimate PDFs’
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Ultimate PDFs - Motivation
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Towards ultimate parton distributions at the HL-LHC

Juan Rojo                                                                                                               HL/HE-LHC Working Group 1 Meeting, 02/05/2018

Similar studies have been carried out in the context of future high-energy lepton-proton colliders, but 
this is the first time that PDF prospects are quantified systematically for future proton-proton colliders

The constraints on PDFs from  LHeC/FCC-eh measurements have been studied in some detail

Our goal is to determine the corresponding picture in the case of the HL-LHC!

• Collaborative effort to produce 
‘Ultimate’ PDF set for HL/HE-
LHC Yellow report. LHAPDF 
files will be made available.

• Similar exercise has already been 
done for LHeC.

• The HL-LHC will provide a vast range of data with a direct impact on the 
PDFs (in particular in poorly known high    region).

•  Question: what exactly can we expect that impact to be?
x

6



 2

The team
Amsterdam:

Rabah Abdul Khalek
Juan Rojo

Oxford:
Shaun Bailey

Lucian Harland-Lang

Shanghai:
Jun Gao

Mei-Sen Gao

Contactpersons within the LHC experiments:
Mario Campanelli, Claire Gwenlan (ATLAS)

Katerina Lipka (CMS)
William Barter, Stephen Farry (LHCb)

Juan Rojo                                                                                                               HL/HE-LHC Working Group 1 Meeting, 02/05/20187



Basic Idea

Produce theory predictions for relevant processes, in kinematic 
region probed by HL-LHC

Produce pseudodata - binned predictions, provided with 
corresponding statistical + systematic errors

Perform initial profiling with PDF4LHC baseline to assess impact 
of HL-LHC pseudodata set

Public release of ‘Ultimate PDF’ set

8



The HL-LHC dataset
• Non-exhaustive list of HL-LHC processes. Emphasis on high    region 

+ measurements not already limited by systematic uncertainties.

• Generate pseudo-data for these using PDF4LHC set.
• Consider conservative (C) and optimistic (A) scenarios for future 

improvement in systematics.

x

 4

PDF-sensitive processes at the HL-LHC

Juan Rojo                                                                                                              CERN TH Institute, 17/07/2018

Our analysis is based on a non-exhaustive list of PDF-sensitive processes at the HL-LHC, with emphasis 
on high-pT region, and on measurements that are not already limited by systematic uncertainties

medium-x gluon

antiquarks

large-x gluon

strangeness

strangeness

medium-x gluon

antiquarks

large-x gluon

9



PDF Luminosities
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Parton distributions at the HL-LHC

Juan Rojo                                                                                                              CERN TH Institute, 17/07/2018

Scenario A: optimistic (assume systematic  uncertainty reduction by factor 2.5)

Scenario B: Conservative (assume no reduction in systematic errors)

• Significant error reduction seen, with little dependence on scenario!
• This is the projection - how do we get there?

10



The Present - New LHC Data
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New Data
• Global groups busily updating fits to include new LHC data. 

ABMP16, NNPDF3.1 released, MMHT18 and CT17 on their way.
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x
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LHC
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Figure 11: The impact on the gluon PDF when fitting the ATLAS [23] and CMS [24] 7 TeV
jet data and Tevatron data [14, 15] individually, as well as including all datasets within the
fit. For the LHC case Rhigh and p

jet
? are taken. The NLO (NNLO) results are shown in the

left (right) plots.

the baseline. For clarity we do not include the PDF uncertainties in this case; these will be
shown below. It will be interesting to see how this situation changes when the full NNLO
corrections are included for the Tevatron predictions.

5.2 PDF Uncertainties

In Fig. 12 we show the impact at NNLO of the ATLAS and CMS jet data on the gluon
PDF uncertainty, for the two choices of jet radii. As in the case of the central values, we
find that the di↵erence due to the scale choice is minimal, and so we only show results
for the p

jet
? scale. The overall impact is seen to be moderate, although not negligible. To

give a clearer comparison, we show the ratios to the baseline PDF uncertainty in Fig. 13
(left). For the higher R choice, for low and intermediate values of x the error reduction
relative to the baseline ranges from 10 � 20%, but for the x ⇠ 0.05 � 0.2 there is little
reduction and in some regions even a slight increase in the error. At high x there is again a
reduction in the uncertainty, although as x approaches 1 and the jet data places little or no
constraint, the quantitative result cannot be taken completely literally, as this will depend on
the precise choice of PDF parameterisation. For the lower R choice the reduction in the PDF
uncertainty is less significant, and the x region where this increases relative to the baseline is
wider. In Fig. 13 (right) we should the results for the higher jet radius choice and for di↵erent
treatments of the ATLAS systematic errors. We can see that the partial decorrelation leads
to a similar, although in some places slightly less constraining, impact on the uncertainties
across the entire x region in comparison to the default treatment, consistent with the impact
on the central values shown before. On the other hand, for fully decorrelated uncertainties
the impact at high x in particular is much less constraining, although in the x ⇠ 0.1 region

18

Figure 2.1: The kinematic coverage of the NNPDF3.1 dataset in the
�
x,Q2

�
plane.
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Progress in PDF fits
• Global groups busily updating fits to include the plentiful and 

precise new LHC data. ABMP16, NNPDF3.1 released recently, 
MMHT17/18 and CT17 on their way.

Taken from 
DIS’17

Global fits- the LHC PDF success story…

CT17p — data to be included

5

✦ Previous LHC and HERA 1 data included in CT14 will be superseded 
by updated Run 1 and HERA 1+2 data; adding new LHC data, 
especially on Z boson pT and top quark differential distributions

Combined HERA1+2 DIS [1506.06042]    update   

LHCb 7 TeV Z, W muon rapidity dist. [1505.07024]    update 

LHCb 8 TeV Z rapidity dist. [1503.00963]    update 

ATLAS 7 TeV inclusive jet [1410.8857]    update 

CMS 7 TeV inclusive jet (extended y range)[1406.0324]    update 

ATLAS 7 TeV Z pT dist. [1406.3660]   new 

LHCb 13 TeV Z rapidity dist. [1607.06495]    update 

CMS 8 TeV Z pT and rapidity dist. (double diff.) [1504.03511]   new 

CMS 8 TeV W, muon asymmetry dist. [1603.01803]   update 

ATLAS 7 TeV W/Z, lepton(s) rapidity dist. [1612.03016]   update 

CMS 7,8 TeV tT differential distributions   new 

ATLAS 7,8 TeV tT differential distributions   new 

Fit to new hadron collider data

We now also fit to high rapidity W,Z data from LHCb at 7 and 8 TeV,
W + c jets from CMS, which constrains strange quarks, high precision
CMS data on W

+,� rapidity distributions which can also be interpreted
as an asymmetry measurement, and also the final e asymmetry data
from D0 (lepton, not W asymmetry).

no. points NLO �

2
pred

NLO �

2
new

NNLO �

2
pred

NNLO �

2
new

�

tt̄

Tevatron +CMS+ATLAS 18 19.6 20.5 14.7 15.5
LHCb 7 TeV W + Z 33 50.1 45.4 46.5 42.9
LHCb 8 TeV W + Z 34 77.0 58.9 62.6 59.0
LHCb 8TeV e 17 37.4 33.4 30.3 28.9
CMS 8 TeV W 22 32.6 18.6 34.9 20.5
CMS 7 TeV W + c 10 8.5 10.0 8.7 8.0
D0 e asymmetry 13 22.2 21.5 27.3 25.8
total 3738/3405 4375.9 4336.1 3741.5 3723.7

Predictions good, and no real tension with other data when refitting,
i.e. changes in PDFs relatively small. Slightly (⇠ 10 units) better than
previous report due to improvements (and one correction) in K-factors.

At NLO ��

2 = 9 for the remainder of the data and at NNLO ��

2 = 8.

When couplings left free at NLO ↵

S

(M2
Z

) stays very close to 0.120 but
at NNLO ↵

S

(M2
Z

) marginally above 0.118, higher than MMHT2014.

DIS2017 – Birmingham – April 2017 2

4

New datasets in NNPDF3.1

Measurement Data taking Motivation

Juan Rojo                                                                                                                   DIS2017, Birmingham, 04/04/2017

PDF sets generated

We generate a preliminary (not for distribution) central set at NLO and
NNLO for fit to new data – labelled MMHT (2016 fit).

Also generate PDF eigenvector sets for uncertainties at NNLO.

Use same basis of 25 free PDF parameters as in MMHT2014.

Hence, 50 eigenvector directions.

14 of these are best constrained by one of the new (LHC) data sets,
CMS 8 TeV W data and W + c jets and the new LHCb data.

DIS2017 – Birmingham – April 2017 6

• All three global groups busily updating fits to include the plentiful and 
precise new LHC data. Anticipate new PDF release to come: NNPDF3.1 
(v. soon), MMHT17 and CT17 (later this year).
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Ratio of (s + s̄) to ū + d̄, i.e. R
s

at Q2 = 1.9 GeV2.

At x = 0.023 R
s

⇠ 0.83± 0.15. Compare to ATLAS with R
s

= 1.13+0.08
�0.13

R
s

exceeds unity at lower x, but essentially an extrapolation.
Comfortably consistent with unity.

CERN – Sept 17 10

• Focus now on precise LHC data with precise (NNLO) theory: 
determine proton flavour structure, and push to higher   .

x

• In (some) more detail: proton strangeness, ATLAS    , 7 TeV jets…tt
12



Proton Strangeness
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Proton strangenessPDF sensitivity
The lowest–order contributions to W and Z/�⇤ production proceed via the following partonic subpro-

cesses:

ud, cs (us, cd)! W+ , (38)
du, sc (su, dc)! W� , (39)

qq! Z/�⇤ , (40)

where we show the Cabibbo suppressed contributions in brackets and where q corresponds to all active quark
flavours. These processes can therefore tell us about the flavour decomposition of the proton, given that
each flavour subprocess carries a di↵erent weight in the total cross section. To examine the dominant PDF
sensitivity we can approximate the CKM matrix as diagonal, and thus ignore the bracketed contributions.
In this case it is informative to consider the ratio of W+ to W� production, di↵erential in the rapidity yW of
the produced boson [107],

R± =
d�(W+)/dyW

d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) + 1$ 2
d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (41)

and the corresponding W asymmetry

AW =
d�(W+)/dyW � d�(W�)/dyW

d�(W+)/dyW + d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) � d(x1)u(x2) � s(x1)c(x2) + 1$ 2
u(x1)d(x2) + c(x1)s(x2) + d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (42)

We will for simplicity consider the W rapidity, rather than the experimentally observable rapidity of the
charged lepton from the W decay, in what follows. These variables are clearly correlated; we will comment
further on this at the end.

Thus these ratios are in general sensitive to a fairly non–trivial combination of quark and anti–quark
PDFs evaluated at the following values of x:

x1 =
MWp

s
e+yW , x2 =

MWp
s

e�yW . (43)

While these expressions completely define the PDF sensitivity of these observables at LO, it is informative to
consider various kinematic limits, where these expressions simplify and more straightforward approximate
dependences become apparent. Including only the (dominant) u and d contributions, we can in particular
consider the cases of central and forward W production

Central : yW ⇠ 0 x1 ⇠ x2 = x0, u(x1,2) ⇠ d(x1,2) , (44)

Forward : yW & 2, x1 � x2, q(x1) ⇠ qV (x1), u(x2) ⇠ d(x2) , (45)

where x0 = MW/
p

s and q = u, d. At the LHC we have x0 = 0.005 � 0.01, while in the forward region
x2 ⌧ 1, and therefore the d ⇠ u approximation is a very good one. For the case of negative W rapidity we
can of course simply interchange x1 $ x2.

In the central region, applying the simplification of Eq. (44) and dropping the c, s contributions we find

R± ⇠ u(x0)
d(x0)

, (46)

AW ⇠ uV (x0) � dV (x0)
u(x0) + d(x0)

. (47)

30

Lepton vs Hadron Colliders
In  high-energy hadron  colliders,  such  as  the  LHC,  the  collisions  involve  composite  particles 
(protons) with internal structure (quarks and gluons)

4Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

• Historically constraint on strangeness from 
neutrino-induced DIS (              ), but high 
precision DY can also pin this down.

• Such data available from ATLAS  - prefers 
higher       vs. previous fits.

⌫s ! lc

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer

17

sr
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

sR
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by

63

improvement derives from the more precise ATLAS data, which provide the sensitivity to the strange-
quark density through the shape of the Z rapidity distribution in combination with the common, abso-
lute normalization of both the W± and Z/�⇤ cross sections. The model uncertainties are reduced by a
factor of three, mainly because of the better control of the charm-quark mass parameter from the HERA
data [136]. The parameterization uncertainty is determined to be +0.02

�0.10 as compared to +0.10
�0.15 in the former

analysis since the new, more precise data leave less freedom in the parameter choice. The variation to
lower rs is dominated by the variation due to adding the Bs̄ parameter which was not accounted for in
the previous analysis. The result is thus a confirmation and improvement of the previous observation [38]
of an unsuppressed strange-quark density in the proton. As a cross-check, a re-analysis of the 2010 data
with the present theoretical framework was performed, which yields a value of rs consistent with both the
former and the new value.

One may also express the strange-quark fraction with respect to the total light-quark sea, which is the
sum of up and down sea-quark distributions, at the scale Q2 = Q2

0 = 1.9 GeV2 and x = 0.023:

Rs =
s + s̄
ū + d̄

= 1.13 ± 0.05 (exp) ± 0.02 (mod) +0.01
�0.06 (par) . (24)

The new determinations of rs and Rs are illustrated in Figure 31. The measurement is presented with
the experimental and the PDF-fit related uncertainties, where the latter results from adding the model
and parameterization uncertainties in quadrature. The outer band illustrates additional, mostly theoretical
uncertainties which are presented below. The result is compared with recent global fit analyses, ABM12,
MMHT14, CT14 and NNPDF3.0. All of these predict rs and Rs to be significantly lower than unity, with
values between about 0.4 and 0.6. Furthermore, these global fit analyses are seen to exhibit substantially
di↵erent uncertainties in rs and Rs due to exploiting di↵erent data and prescriptions for fit uncertainties.
The new result is in agreement with the previous ATLAS-epWZ12 analysis also shown in Figure 31. It
is also consistent with an earlier analysis by the NNPDF group [63] based on collider data only, which
obtains a value near unity, albeit with large uncertainties. 10

A careful evaluation of the value of rs requires the consideration of a number of additional, mostly theor-
etical uncertainties. These lead to the more complete result for rs

rs = 1.19 ± 0.07 (exp) +0.13
�0.14 (mod + par + thy) . (25)

Here the previously discussed model and parameterization uncertainties are summarized and added to-
gether with further theoretical uncertainties (thy) as follows: i) the uncertainty in ↵S(m2

Z) is taken to be
±0.002 with a very small e↵ect on rs; ii) the electroweak corrections and their application, as described
in Section 6.1, introduce a one percent additional error for rs; iii) the whole analysis was repeated with
predictions obtained with the FEWZ program (version 3.1b2) leading to a value of rs enlarged by +0.10
as compared to the DYNNLO result; iv) finally the variation of the renormalization (µr) and factorization
(µf) scales changes the result by 10% if one varies these by factors of 2 up and 1/2 down (see below for
further details). Table 20 details all uncertainty components of rs and also Rs.

Various further cross-checks are performed in order to assess the reliability of the strange-quark density
measurement.

10 The CT10nnlo PDF set [62] is observed to have a less suppressed strange-quark distribution with Rs = 0.80+0.20
�0.16 and rs =

0.76+0.19
�0.16, which is in slightly better agreement with the data than the newer CT14 PDF set.

62
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CERN – Sept 17 10

• What is impact within global (MMHT) fit?
• Find some tension with neutrino-induced DIS (deterioration in     ), but 

new           consistent with old, with smaller uncertainties.
• Not the end of the story: full NNLO corrections to (massive) neutrino-

induced DIS now available. Suggests may reduce tension.

Proton strangeness
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using the NLO and NNLO theoretical predictions. It is clear that the dimuon data prefers an

even suppressed strangeness with R
s

of about 0.5 in the full range of x. The profiled PDFs

lie at the lower edge of the 1� error of the original PDFs indicating reasonable agreement

between original PDFs and the dimuon data as already seen in Table 2. The profiled PDFs

have a much smaller uncertainties on R
s

than the original PDFs as one expect. We notice

that the PDF uncertainties are also reduced significantly in the small x region 10�4 � 10�2

which are beyond the coverage of the dimuon data. That is possibly due to the restricted

parametrization form of strange quark PDFs used in the HERA PDF analysis. Importantly

we found the NNLO predictions prefer higher values of R
s

than the NLO ones, in this case well

above the 1� error band of the later. That can be understood since the NNLO corrections

are negative in the bulk of the data.

Figure 12: Similar as Fig. 11 for profiling of the MMHT2014 NNLO PDFs.

We perform another profiling study with the MMHT2014 NNLO PDFs as shown in

Fig. 12. Noted that since the MMHT2014 analysis already includes above dimuon data, the

study here only means for checking impact of the NNLO corrections. We can see the NNLO

predictions prefer larger strangeness than NLO predictions for x up to a few times 0.1 and by a

similar amount as in Fig. 11. The shift of central values of the NLO profiled PDFs comparing

to the original PDFs, though still within the PDF error band, is due to several facts. In

the MMHT2014 fits [16] they use a charm-quark pole mass of 1.4 GeV and a semi-leptonic

decay branching ratio of charm quark that is 7% lower than the one extracted by NuTeV

and CCFR, both of which lead to an increase of the strange-quark PDFs. Besides, there are

also LHC data in the MMHT analysis that pull the ratio further up. The uncertainties are

largely reduced in the profiled PDFs mostly because we use the ��2 = 1 criterion rather

than a dynamic tolerance condition as in the MMHT analysis. We have also compared the

profiled PDFs with alternative scale choices and found those with NNLO predictions are less

– 21 –

J. Gao, JHEP 
1802 (2018) 026

• CMS TeV W + c (new 13 TeV data) prefer lower 
strangeness. 

! Full study in order (and underway)!

�2

s+ s
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Fitting top quark pair production
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Differential Top
• Top quark pair production- sensitive to gluon PDF. Differential      increase 

impact in poorly determined high   region.
• NNLO theory performed and readily available (fastnlo).
• ATLAS 8 TeV data - full statistical correlations recently released.
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Figure 21: The impact of the LHC 8 TeV inclusive top quark pair data on the gluon PDF [370]. The results with
the total cross section data only, and with the normalized ytt distribution included in addition are shown, relative to
HERA–only (Left) and global fit (Right) baselines is shown.

number of experimental data points. See also [373] for related work based on approximate NNLO cal-
culations. An important result of the investigations of [370] was that the constraints from the normalized
distributions were in general superior to those from their absolute counterparts, most likely because of the
cancellation of systematic uncertainties that takes place in this case. In addition, top quark di↵erential dis-
tributions at 8 TeV from the LHC have been included in the recent NNPDF3.1 global analysis, and other
groups have also studied the impact of this data into their PDF fits in a preliminary form.

A challenge in the study of [370] was the observed tension between some of the ATLAS and CMS dis-
tributions, such as mtt̄, which prevented their simultaneous inclusion in the global fit. While the underlying
cause of these discrepancies is still under investigation, this limitation was bypassed by identifying pairs
of distributions which could be fitted with good quality at the same time and that exhibited comparable
constraining power. Further investigations of this issue, including 13 TeV data and comparisons between
data and theory in terms of lepton and jets observables, should be able to shed more light on the origin of
such tension.

In order to illustrate the impact of the top quark pair production data on the large–x gluon, in Fig. 21 we
should how the PDF uncertainties and central value of the gluon are a↵ected by the inclusion of LHC 8 TeV
data, taken from the above study. In particular, we show the results with only the total cross section data,
and with the normalized ytt distribution data included in addition, relative to HERA–only (left panel) and
global fit (right panel) baseline fits. We can see that the impact of the total cross section data is moderate,
in particular for the global fit. On the other hand, when the di↵erential distribution data is included one
clearly sees that the impact is much more significant, highlighting the increase in constraining power of the
di↵erential distributions in comparison to the total cross section data, in particular in the large–x region,
where PDF uncertainties can be reduced by more than a factor of two.

Single top production
In addition to top quark pair production, single top production can also provide in principle useful PDF–

sensitive information. Such a process can proceed via the scattering of a bottom quark with a light quark,
see Fig. 22 (left) for a typical diagram, and will therefore provide information about the b quark PDF. In
addition, due to the presence of the b quark in the initial state, it provides an important testing ground for the
di↵erent heavy quark flavour schemes used in the calculation, analogously to those described in Sect. 2.5 for
the case of DIS structure functions. That is, it is possible to use a n f = 4 massive scheme, a n f = 5 massless
scheme, or a matched scheme interpolating between the two, see the discussion in Refs. [374, 375].

State of the art calculations of this process are based on NNLO QCD theory both for the total cross
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Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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• In more detail…
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ATLAS data
• ATLAS 8 TeV data available differential in 4 variables of interest for PDF 

fitting:
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• Consider impact in MMHT fit individually, and in combination…
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Fitting Quality

The 8 TeV data for tt̄ production at ATLAS (1511.04716) can be added to the current
MMHT + HERA baseline to constrain the gluon pdf at high x. This consists of four data
sets: p

T

, y
t

, y
tt

and M

tt

. Unfortunately, upon fitting, it can be seen that neither the y

t

nor the y

tt

distribution are well described by the current theory, even after fitting them
individually. This can be seen by the �2 values given in tables 1 (before fit) and 2 (after fit).
The �

2 values are calculated using the formula:
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Table 2: table showing �
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/N values for fit.

These unusually high �

2 values could be a result of either new physics or, more likely,
the errors do not describe the physics well. One possibility to fix this is to decorrelate one
error between the data sets, similar to 1711.05757. To quantify this e↵ect, we calculate the
di↵erence between the shifts calculated when fitting each data set separately. The results
from this are shown in figure 1. Clearly the errors numbered 4 and 40 (‘eta jes’ and ‘ISR/FSR’
respectively) generate the most tension between the data sets.

However, fitting only y

t

or only y

tt

also gives high total �2 values, the majority of which
is coming from the penalty term. Thus the systematics within these data sets are poorly
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Individual Combined

• Fitting the distributions individually 
- very good for               , but for             
find large                                !

p?, Mtt yt, ytt
�2/Npts ⇠ 3� 3.5

• Fit all distributions together*: 
fit quality deteriorates in all 
cases, total                     .�2/Npts ⇠ 3

*Study prior to release of stat. correlations- should not affect conclusions significantly*, but will include in final 
analysis (c.f. ATL-PHYS-PUB-2018-017). 19

Figure 3: Fitting all data sets together. Left: plots with fit and profiling, right: plots with
just fit (tolerances added in quadrature).

Figure 4: Fitting all data sets together (ratio). Left: plots with fit and profiling, right: plots
with just fit (tolerances added in quadrature).

Figure 1: Fitting each data set individually. Left: plots with fit and profiling, right: plots
with just fit (tolerances added in quadrature).

•       most 
constraining, 
combined fit 
similar to this.

ytt

• How to interpret/deal with poor fit quality?
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A Closer Look
• Systematics dominated data - fit quality sensitive to correlations.

• Three largest (~ 3-10%) systematics: hard-scattering modelling, ISR/FSR 
and parton-shower. Correction assumed to lie in a fully correlated way 
somewhere between two models/MCs.

• Decorrelating ISR/FSR between 
distributions, find significant improvement in 
fit quality.

Figure 1: Comparison of fitting when decorrelating ISR/FSR between data sets and not

decorrelating at all. Top - ratio to original pdf, bottom - relative errors.

Before decorrelating After decorrelating

pT 2.38 0.81

yt 1.84 1.11

ytt 2.21 1.86

mtt 1.81 0.50

pen 0.88 0.67

tot 2.96 1.67

Table 1: table showing �2/N values when fitting before and after decorrelating ISR/FSR

between data sets.
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mtt 1.81 0.50

pen 0.88 0.67

tot 2.96 1.67

Table 1: table showing �2/N values when fitting before and after decorrelating ISR/FSR

between data sets.

• Gluon relatively 
stable, but not 
entirely.

Figure 1: Comparison of fitting when decorrelating ISR/FSR between data sets and not

decorrelating at all. Top - ratio to original pdf, bottom - relative errors.

Before decorrelating After decorrelating

pT 2.38 0.81

yt 1.84 1.11

ytt 2.21 1.86

mtt 1.81 0.50

pen 0.88 0.67

tot 2.96 1.67

Table 1: table showing �2/N values when fitting before and after decorrelating ISR/FSR

between data sets.

• Results ~ consistent with ATL-PHYS-PUB-2018-017.
20



Returning to      

The 8 TeV data for tt̄ production at ATLAS (1511.04716) can be added to the current
MMHT + HERA baseline to constrain the gluon pdf at high x. This consists of four data
sets: p

T
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and M
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. Unfortunately, upon fitting, it can be seen that neither the y
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nor the y
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distribution are well described by the current theory, even after fitting them
individually. This can be seen by the �2 values given in tables 1 (before fit) and 2 (after fit).
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2 values could be a result of either new physics or, more likely,
the errors do not describe the physics well. One possibility to fix this is to decorrelate one
error between the data sets, similar to 1711.05757. To quantify this e↵ect, we calculate the
di↵erence between the shifts calculated when fitting each data set separately. The results
from this are shown in figure 1. Clearly the errors numbered 4 and 40 (‘eta jes’ and ‘ISR/FSR’
respectively) generate the most tension between the data sets.

However, fitting only y

t

or only y

tt

also gives high total �2 values, the majority of which
is coming from the penalty term. Thus the systematics within these data sets are poorly
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Figure 1: Tension between data sets.

Figure 2: Shifts for each data point within the y

tt

data set when a particular error is fully
decorrelated between them.

described. This means that just decorrelating between data sets is not enough, and we
should investigate decorrelating the errors between the data points in a particular set. To do
this we first look at which errors could be poorly described by the data. We notice that the
errors: ‘parton shower’, ‘ISR/FSR’ and ‘hard scattering’ are the largest errors by a significant
margin, could easily cause issues if not handled correctly. These are all Monte Carlo errors,
calculated by producing the events using one simulation, and unfolding using a di↵erent one.
Then the di↵erence between this and the know parton level from the first simulation is the
error. For example, the hard scattering errors are calculated by generating the events with
MC@NLO+Herwig, unfolding using POWHEG+Herwig and then comparing this with the
calculation from just using MC@NLO+Herwig. This could cause issues if a third Monte
Carlo simulation was developed that could have a di↵erent dependence on y

t

or y

tt

when
unfolding compared to the current unfolding, which would result in a di↵erent description
of the errors. Thus there is justification to question these errors. To see how these errors
behave when fitting, we concentrate on just y

tt

and first decorrelate each point with respect
to each error in turn and profile just the y

tt

distribution and look at the shift for the error
at each point. The results of this are shown in figure 2.
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• Take     -  clear trend preferred in fit, 
with                                .�2/Npts ⇠ 3.5 ! 2

It can be clearly seen that there is a pattern in the shifts and just shifting with a single
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in equation 1 creates a poor agreement between data and theory. Following the example
in 1706.03192 we decorrelate linearly along the y
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direction by splitting the errors into two
components, each with their own independent �
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where �

1

i

and �

2

i

are the decorrelated errors for bin i, �tot

i

is the original error for bin i,
y

tt,i

is the central value of y
tt

for the ith bin and y

tt,min

and y

tt,max

are the central values of y
tt

for the first and last bin respectively. This has been designed such that the new errors add
in quadrature to the old one. We now consider Hessian Profiling as in 1402.6623 to obtain
an initial look before performing the full fit. Profiling just y

tt

when decorrelating linearly
results in results in the �

2 values given in table 4 and plots given in 3a and 3c. Whereas
profiling all data sets, decorrelated linearly along y

tt

and between data sets results in �

2

values given in table 4 and plots given in 3b and 3d.

Before Profiling After Profiling
None 7.10 5.27

Hard Scattering 4.45 4.04
ISR/FSR 2.50 2.37

Parton Shower 3.40 3.05

Table 3: table showing �

2

/N values before and after profiling just y

tt

and decorrelating
linearly.

Before Profiling After Profiling
pt yt ytt mtt pen tot pt yt ytt mtt pen tot

None 2.34 1.87 3.22 1.86 1.54 3.83 2.36 1.87 2.26 1.85 1.23 3.33
Hard Scattering 0.67 1.91 3.11 0.56 1.12 2.49 0.55 1.42 2.26 0.54 0.97 2.04

ISR/FSR 0.73 2.22 2.29 0.49 1.02 2.29 0.65 1.67 1.80 0.48 0.89 1.93
Parton Shower 0.67 2.17 1.79 0.39 1.06 2.17 0.56 1.70 1.51 0.41 0.88 1.82

Table 4: table showing �

2

/N values before and after profiling all data sets and decorrelating
linearly along y

tt

as well as between data sets.

One can see that when decorrelating linearly and between sets, the gluon is stable, adding
further justification to this procedure.

We now perform the full fit. We use the same decorrelation, only using the ISR/FSR
error as this has slightly more e↵ect over the others, and was shown to generate the most
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Figure 2: Comparison of fitting when decorrelating ISR/FSR linearly along ytt and not

decorrelating at all. Top - ratio to original pdf, bottom - relative errors.

Before decorrelating After decorrelating

ytt 3.44 1.03

Table 2: table showing �2/N values when fitting before and after decorrelating ISR/FSR

linearly along ytt.

• However, impact on gluon rather large. Hope for stability in combined fit - 
under investigation.

ytt

yt, ytt

yt, ytt
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Jets at NNLOCMS Jets
Theory setup: 

• MMHT2014_NNLO 

• anti-kT jet algorithm 

• scale choice                            

• vary scale by factors of 1/2 and 2 

Comparison to data: 

• CMS 7 TeV 4.5 fb-1 

• R=0.5 and 0.7

µR = µF = {pT1 , pT }

matching of NLO calculations to parton shower and hadronization [220], and which can then be directly
compared with the data at hadron–level.

PDF sensitivity
At leading order, jet production at hadron colliders includes the following subprocesses

gg! gg, gg! qq̄, gq! gq, qq̄! gg ,
qq̄! qq̄, qq̄! q0q̄0, qq̄0 ! qq̄0, qq! qq, qq0 ! qq0 , (35)

along with the corresponding charge conjugate processes. Therefore, jet production is sensitive to both
the gluon and quark PDFs, with the dominant partonic subprocess depending on the specific jet pT . The
kinematics of the two leading jets in the final state can be characterised by their rapidities y(1,2) and their
transverse momenta pT,(1,2). At LO we have pT,1 = pT,2 = pT , and the momentum fractions carried by the
two incoming partons are given by

x1 =
pTp

s
(ey1 + ey2 ), x2 =

pTp
s
(e�y1 + e�y2 ) , (36)

where
p

s is the centre of mass energy of the two incoming hadrons. If we instead consider the rapidity
of the jet in the centre–of–mass frame of the dijet system, y⇤ ⌘ (y1 � y2)/2, and the boost of the dijet
yb ⌘ (y1 + y2)/2, we have

x1x2 =
4p2

T cosh2 y⇤

s
, x1/x2 = e2yb . (37)

Note that beyond LO there can be multiple jets in the final state from additional QCD radiation, so that in
general the pT balance of the two leading jets will be lost.

Experimentally, jet production can be measured in various ways. The most common observable for
PDF fits is the single–inclusive jet cross section, double–di↵erential in the jet pT and rapidity y. Here,
one count all jets in a single event and includes them in the same distribution. Such a double–di↵erential
cross section is sensitive to di↵erent flavour combinations, depending on the kinematic region considered.
In Fig. 7 (left) the fractional contributions from the di↵erent parton–level subprocesses to the inclusive jet
cross section in the central rapidity region at the LHC is shown, as a function of the jet pT . We can see that
at low pT the channels involving initial–state gluons are dominant, while at higher pT the qq contribution
increases, but nonetheless with a sizeable gluon–induced fraction. As the quark PDFs are generally already
well constrained by DIS data in these kinematic regions, jet data is therefore dominantly sensitive to the
gluon PDF. This is illustrated in Fig. 7, which show the correlation coe�cients (see Sect. 4.3.1) between the
inclusive jet cross section and the gluon PDF at various x values. This follows the ATLAS binning [222],
with each curve corresponding to one bin. From this we can see that the inclusive jet production can
potentially constrain the gluon PDF in a wide range of x between x ' 10�3 and x ' 0.7.

In addition to the single–inclusive case, there are also measurements of the double–di↵erential cross
sections for inclusive dijet production, that is with respect to y⇤ and the invariant mass of the two leading
jets, or even triple–di↵erential cross sections, e.g., with respect to yb, y⇤, and the average pT of the two
leading jets. Through such refined binning one can probe di↵erent initial states more e�ciently. The large
yb region usually receives more contributions from gluon initial states, while at large y⇤ and pT initial states
with two valence quarks dominate, allowing the d valence PDF at high x to be further constrained.
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NNLO QCD predictions for single jet inclusive production at the LHC

J. Curriea, E.W.N. Glovera, J. Piresb
a Institute for Particle Physics Phenomenology, University of Durham, Durham DH1 3LE, England

b Max-Planck-Institut für Physik, Föhringer Ring 6 D-80805 Munich, Germany

We report the first calculation of fully di↵erential jet production in all partonic channels at next-
to-next-to leading order (NNLO) in perturbative QCD and compare to the available ATLAS 7 TeV
data. We discuss the size and shape of the perturbative corrections along with their associated scale
variation across a wide range in jet transverse momentum, pT , and rapidity, y. We find significant
e↵ects, especially at low pT , and discuss the possible implications for Parton Distribution Function
fits.

PACS numbers: 13.87.Ce, 12.38Bx

The Large Hadron Collider (LHC) is currently collid-
ing protons at centre of mass energies up to

p
s = 13 TeV.

The main goal is to search the high energy frontier for
signs of physics beyond the Standard Model. However,
any searches for new physics are irreducibly dependent
on how well we understand the Standard Model and the
collider environment of the LHC itself.

At the LHC the inclusive cross section for a given final-
state can be calculated using the factorization formula,

d� =
X

i,j

Z
d⇠1
⇠1

d⇠2
⇠2

fi(⇠1, µF )fj(⇠2, µF )d�̂ij (1)

which is accurate up to non-pertubative hadronization
corrections, typically of the order ⇤QCD/Q, where Q is
the hard scale in the scattering process. The partonic
cross section, d�̂ij , can be calculated as a perturbative
series in the strong coupling, ↵s, and systematically im-
proved by progressively including higher order terms in
the series. It is also necessary to have a good understand-
ing of the non-perturbative Parton Distribution Func-
tions (PDF), fi(⇠, µF ). The PDFs quantify the relative
parton content of the proton carrying a fraction, ⇠, of the
proton’s momentum for a given factorization scale, µF .
To calculate the cross section using this formula we need
accurate determinations of the PDFs, ↵S and the higher
order terms in the perturbative expansion of the partonic
cross section.

Data from lepton-nucleon Deep Inelastic Scattering
(DIS) experiments such as HERA [1] provide detailed in-
formation about the quark PDFs and have been used to
significantly constrain the uncertainties on these quan-
tities. The inclusive cross section in DIS involves the
exchange of a virtual photon coupling to quarks at low-
est order via the electroweak coupling constant. The
electrical neutrality of the gluon means that the gluon
PDF can only be constrained using specific final-states,
such as heavy quarks or jets [2], or indirectly through
DGLAP evolution of the flavour singlet distribution. In
contrast, jet production at the Tevatron [3, 4] and LHC
directly probes the gluon PDF and is O(↵2

s) at leading
order (LO). The single jet inclusive cross section has been

measured accurately by ATLAS [5, 6] and CMS [7] across
the large dynamical range of the LHC.
To take advantage of the available data we must be able

to calculate observables with su�cient precision yet the
cross section for producing jets is currently only known
exactly at next-to leading order (NLO) [8–12] and par-
tially at NNLO [13]. The theoretical uncertainty in this
observable, estimated from the dependence on unphysi-
cal scales, is the main limiting factor when determining
parameters like ↵s from jet data or consistently includ-
ing this data in global fits for PDFs [14–17]. To improve
on the status-quo it is clear that an accurate and precise
determination of jet production at the LHC is needed
and so in this letter we present the first calculation of the
NNLO correction to jet production in perturbative QCD.
Higher order corrections have the potential to change the
size and shape of the cross section and also to reduce the
residual scale dependence in a calculation; we discuss the
extent to which this is true for the NNLO correction to
the fully di↵erential single jet inclusive cross section.
Predictions for jet production at NNLO accuracy re-

quire the relevant tree-level [18], one-loop [19–21] and
two-loop [22–24] parton-level scattering amplitudes as
well as a procedure for dealing with the infrared (IR)
singularities present in both the phase space integrals
and matrix elements, but which cancel in any IR safe
physical observable. Several techniques have been de-
veloped for obtaining finite cross sections at NNLO for
hadronic initial-states: antenna subtraction [25, 26], qT -
subtraction [27], N -jettiness subtraction [28], sector-
improved residue subtraction [29], sector decomposi-
tion [30] and projection to Born [31]. We use the an-
tenna subtraction method, implemented in the parton-
level event generator, NNLOJET [32, 33], to calculate the
single jet inclusive cross section, fully di↵erential in the
jet transverse momentum, pT and rapidity, y.
We include the leading colour contribution from all

partonic subprocesses in all channels. For example, in the
gluon-gluon scattering channel there are three partonic
subprocesses contributing to the double real correction:
gg ! gggg, gg ! qq̄gg and gg ! qq̄qq̄; we include the
contributions which are leading in the number of colours,
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production:

• Sensitive to high    as jet      increases. 
Region where PDF uncertainties high, 
and important for e.g. high mass BSM 
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• Recent full NNLO calculation completed 
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consider PDF impact at this high 
precision level.
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Jets at NNLO
LHL,  A.D. Martin, R.S. Thorne EPJC 
78 (2018) no.3, 248

• MMHT study at NNLO, including ATLAS/CMS 7 TeV data.
• Complication - despite ‘by eye’ good description, issues in describing 

ATLAS jet data well across all rapidity bins. 
• Find mismatch between neighbouring rapidity bins, despite being 

sensitive to PDFs of same flavour at similar         .
• Does not improve with NNLO.

The simulation using a matched parton shower has a more coherent treatment of the e↵ect of parton
showers and hadronisation than the approach using a fixed-order NLO QCD calculation corrected for non-
perturbative e↵ects. However, ambiguities in the matching procedure and the tuning of the parton shower
parameters based on processes simulated only at leading order by Pythia 8 may introduce additional
theoretical uncertainties. Therefore, quantitative comparisons using theoretical uncertainties based on
Powheg are not performed in this paper.
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Figure 5: Inclusive jet cross-section as a function of jet pT in bins of jet rapidity. The results are shown for jets
identified using the anti-kt algorithm with R = 0.4. For better visibility the cross-sections are multiplied by the
factors indicated in the legend. The data are compared to the NLO QCD prediction with the MMHT2014 PDF set
corrected for non-perturbative and electroweak e↵ects. The error bars indicate the statistical uncertainty and the
systematic uncertainty in the measurement added in quadrature. The statistical uncertainty is shown separately by
the inner vertical line.
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• Data completely systematics dominated - fit quality intimately tied to 
systematic errors and their correlations.

• With loosening of correlations, get large improvement in     , but with 
fitted gluon remaining stable. Overall encouraging results:

‣ Improvement in description from NLO 
to NNLO - pQCD working as it should.

NLO theory NNLO NNLO (no errors)

ATLAS, Rlow 215.3 172.3 179.1

ATLAS, Rhigh 159.2 149.8 153.5

CMS, Rlow 194.2 177.8 182.8

CMS, Rhigh 198.5 182.3 188.8

Table 4: The �2 for the combined NNLO fit to the ATLAS and CMS 7 TeV jet data, excluding
and including the calculated NNLO K–factors, and excluding the errors associated with the
polynomial fit to the K–factors. The p

jet
? factorization/renormalization scale is taken.

of scale. As we will show in the following section, this relative insensitivity is also observed
in the extracted PDFs, in particular for the gluon.

Finally, it is important to clarify the role played by the NNLO jet production theory, in
contrast to the NNLO PDFs, in leading to the improvement in the fit quality at NNLO. In
Table 4 we show the same �2 values as before, resulting from the NNLO fit to the combined
ATLAS and CMS data, but in addition excluding the NNLO K–factors, i.e. applying NLO
theory only to the jet data. We can see that the improvement due to the NNLO corrections
in the fit is still present at roughly the same level as before, with some variation in the
precise amount. We also show the e↵ect of excluding the correlated errors associated with
the K–factor fit described in Section 2. This leads to some small increase in the �

2, as it
must, but the trend is unchanged.

5 Impact of LHC jet data on PDFs

5.1 Central values

In this section we investigate the impact of including the jet data on the PDFs. We concen-
trate on the gluon PDF, as the e↵ect on all quark PDF combinations is significantly smaller.
In Fig. 5 we show the impact of including the ATLAS jet data only in the fit, in comparison to
the MMHT baseline described in the previous section (i.e. with Tevatron jet data omitted).
We show the result with R = 0.4 (0.6) in the left (right) figure, with the di↵erent treatments
of the systematic errors described above. Only the comparison at NNLO is shown here,
leaving the comparison to NLO for the combined fit to be presented below. Unless otherwise
stated, in what follows we take p

jet
? as the choice of scale.

We can see that for both jet radii, despite leading to significantly di↵erent fit qualities,
the partial decorrelation and default error treatments in fact result in quite similar fits for the
gluon PDF, with some softening observed at high x. On the other hand, the full decorrelation
of systematic uncertainties leads to a gluon that is qualitatively di↵erent, being much less
soft at high x, although still consistent within PDF uncertainties. This is perhaps not
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Figure 7: The impact of the ATLAS [23] and CMS [24] 7 TeV jet data on the gluon PDF at
NLO (left) and NNLO (right). The percentage di↵erence in comparison to the baseline fit,
with no jet data included, is shown. Results are given for ‘low’ and ‘high’ jet radii described
in the text, and for two choices of the factorization scale.

surprising, as the systematic shifts we determine by profiling with respect to the various
correlated uncertainties in (2) have a physical interpretation, giving us the best fit values
of the various experimental parameters and a corresponding best fit measurement that is
shifted with respect to the default. By treating these sources of uncertainty as uncorrelated
across rapidity bins, this connection is largely lost, and in e↵ect an imperfect measurement
that is systematically di↵erent may be fit. The central value of the extracted gluon may then
vary quite significantly. This e↵ect is indeed observed in Fig. 5. Given these results, in what
follows we will simply apply our model of partial error decorrelation, although we note that
in all cases the results are very similar when taking the default treatment.

It is interesting to observe in Fig. 5 that the di↵erence due to the choice of jet radius is
relatively small, and much less than that due to the error treatment, although the higher
R = 0.6 choice leads to a somewhat softer gluon at high x. In Fig. 6 we show the result of
the NNLO fit, including the CMS jet data only, for both jet radii. Here, the impact on the
gluon is relatively flat out to quite high x, where some hardening is observed, albeit within
the large PDF uncertainties in this region. As with the ATLAS data, the larger choice of jet
radius leads to some softening in the gluon in comparison to the lower choice.

In Fig. 7 we now consider the e↵ect of combined fit to the ATLAS and CMS jet on the
gluon. As mentioned above, we take the partial decorrelated treatment of the ATLAS jet
data in what follows. We show results for low and high jet radii, i.e. with R = 0.4 (0.5) and
R = 0.6 (0.7) for the ATLAS (CMS) data, respectively. We also show the e↵ect of taking
the p

max
? scale choice in comparison to p

jet
? . The result at NLO (NNLO) is shown in the left

(right) panel. The impact of the scale choice on the gluon is quite small, of the same order of
or less than that due to the choice of jet radius, although here the di↵erence for the combined
fit is also not dramatic. This is not necessarily to be expected, as the di↵erence between the
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Figure 11: The impact on the gluon PDF when fitting the ATLAS [23] and CMS [24] 7 TeV
jet data and Tevatron data [14, 15] individually, as well as including all datasets within the
fit. For the LHC case Rhigh and p

jet
? are taken. The NLO (NNLO) results are shown in the

left (right) plots.

the baseline. For clarity we do not include the PDF uncertainties in this case; these will be
shown below. It will be interesting to see how this situation changes when the full NNLO
corrections are included for the Tevatron predictions.

5.2 PDF Uncertainties

In Fig. 12 we show the impact at NNLO of the ATLAS and CMS jet data on the gluon
PDF uncertainty, for the two choices of jet radii. As in the case of the central values, we
find that the di↵erence due to the scale choice is minimal, and so we only show results
for the p

jet
? scale. The overall impact is seen to be moderate, although not negligible. To

give a clearer comparison, we show the ratios to the baseline PDF uncertainty in Fig. 13
(left). For the higher R choice, for low and intermediate values of x the error reduction
relative to the baseline ranges from 10 � 20%, but for the x ⇠ 0.05 � 0.2 there is little
reduction and in some regions even a slight increase in the error. At high x there is again a
reduction in the uncertainty, although as x approaches 1 and the jet data places little or no
constraint, the quantitative result cannot be taken completely literally, as this will depend on
the precise choice of PDF parameterisation. For the lower R choice the reduction in the PDF
uncertainty is less significant, and the x region where this increases relative to the baseline is
wider. In Fig. 13 (right) we should the results for the higher jet radius choice and for di↵erent
treatments of the ATLAS systematic errors. We can see that the partial decorrelation leads
to a similar, although in some places slightly less constraining, impact on the uncertainties
across the entire x region in comparison to the default treatment, consistent with the impact
on the central values shown before. On the other hand, for fully decorrelated uncertainties
the impact at high x in particular is much less constraining, although in the x ⇠ 0.1 region

18

‣ Relative insensitivity to scale choice (               ), up to ~ 30% reduction in 
relative uncertainty at high    .
‣ Pull opposite to Tevatron, but this misses full NNLO. Might that help?

pjet? , pmax

?
x

�2

More complete study: ATLAS, JHEP 09, 020 (2017)

See backup
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Low    resummation
x

• Recent revival of low    resummation 
studies      stabilise pQCD by 
summing          terms to all orders:

x

)

• Inclusion in (semi) global fit considered recently for first time. 
• Gives significant improvement in low    (     ) HERA inclusive structure 

function data. Confirmed by xFitter.

R.D. Ball el al., EPJC78 (2018) no.4, 321
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Figure 5.2. The longitudinal structure function FL(x,Q2) as a function of Q2 for di↵erent x bins for
the most recent H1 measurement [188], comparing the results of the NNLO and NNLO+NLLx fits.

from the DGLAP framework. The reason is that it vanishes at the Born level, and therefore it
receives gluon-initiated contributions already at its first non-trivial order. As shown in Fig. 2.5,
the di↵erences between the NNLO and NNLO+NLLx can be as large as ⇠ 30% at the lowest
x and Q2 bins for which there are data available. As a consequence, at small-x and small-Q2

the contribution of FL to �r,NC can be significant, see Eq. (5.1), thus partly explaining the
di↵erences between the NNLO and NNLO+NLLx predictions observed in Fig. 5.1. Therefore, it
is useful to compare the predictions also for the longitudinal structure function FL in the NNLO
and NNLO+NLLx fits.

In Fig. 5.2 we compare the latest measurements of FL from the H1 collaboration [188]5 with
the predictions from the NNPDF3.1sx NNLO and NNLO+NLLx fits. Note that our fits already
include the constraints from FL, not directly but rather via its contribution to the NC reduced
cross-section, Eq. (5.1). In this comparison, the experimental uncertainties have been added in
quadrature, and each value of Q2 corresponds to a di↵erent x bin as indicated in the plot. The
NNPDF3.1sx results are shown down to the smallest scale for which one can reliably compute
a prediction,6 which is set by the initial parametrization scale Q2

0 = 2.69 GeV2.
We see that for Q2 . 100 GeV2 there are significant di↵erences between the NNLO+NLLx

and the NNLO predictions, which can be traced back to a combination of the corresponding
di↵erences for the input small-x gluon and those in the splitting and coe�cient functions (see
Fig. 2.5). The NNLO+NLLx result is larger than the NNLO result by a significant amount:
at Q2 ' 10 GeV2, the resummed calculation is more than a factor 2 larger than the NNLO
result. Moreover, while at NNLO FL starts becoming negative at small x and Q2 (below the
scale where the positivity constraints are imposed in the NNPDF fits) the NNLO+NLLx result
instead exhibits a flat behavior even for the smallest values of Q2. The larger value of FL

with the NNLO+NLLx theory leads to a lower reduced cross section at high y, with a more

5The F
L

structure function has also been measured by the ZEUS collaboration [189], but with a reduced
kinematic coverage of the small-x region. The ZEUS measurement is in mild tension with the H1 measurement,
though it is a↵ected by larger experimental uncertainties.

6The H1 measurement includes three further bins at small-Q2, reaching down to Q2 = 1.5 GeV2.
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Figure 7 The HERA NC Ep = 920 GeV data compared to the fits with
and without ln(1/x) resummation for the Q2 = 3.5 and 4.5 GeV2 bins.

in order to gauge the impact of the different treatments of
the charm PDFs, in the comparisons at fixed order we also
consider the NNPDF3.1 set at NNLO of Ref. [47] obtained
using perturbative charm.

At fixed order (upper plots of Fig. 9), the quark-singlet
PDF (left plot) appears to be very similar for all four
PDF sets considered. The gluon PDF (central plot), instead,
presents larger discrepancies. In particular, the NNPDF3.1sx
distributions (both global and DIS-only) are somewhat dif-
ferent from the gluon obtained in this analysis at small x.
Given the consistency of the NNPDF3.1sx results, this ap-

Figure 8 The H1 extraction of FL compared to the predictions with
and without ln(1/x) resummation.

pears to be the consequence of the different treatment of the
charm PDFs rather than the different data sets. The gluon
PDF of the NNPDF3.1 set with perturbative charm is closer
to our result at low-x (x . 0.001) than to the NNPDF3.1sx
curves. We also observe that the suppression on the gluon
PDF of the NNPDF3.1sx sets causes an enhancement of the
charm distribution at small x as compared to both this ana-
lysis and NNPDF3.1 with perturbative charm (right plot).

Moving to the PDFs with ln(1/x) resummation (lower
plots of Fig. 9), we observe a better agreement between
all PDF sets considered. Noticeably, the gluon distributions
are now compatible despite the different treatment of the
charm. As a consequence, also the charm PDFs at small x
are in much better agreement. Note also that the uncertainty
bands obtained in this analysis are comparable to those of
the NNPDF sets, except for the charm PDF at large x whose
band is larger for the NNPDF3.1sx sets due to the fact that
the charm PDFs are fitted to data.

Another striking difference with respect to our analysis
is that a significant reduction (by more than 50 units for 47
datapoints) of the c2 of charm production data when includ-
ing ln(1/x) resummation was found in Ref. [9]. The ori-
gin of such a huge effect can be traced back to the poor
quality of the description of charm data at fixed NNLO in
the NNPDF3.1sx study. Indeed, the NNPDF3.1sx c2 of this
dataset when resummation is included is very similar to that
of the present study, differing by just 2 units. The reason
of this difference in the quality of the description of charm
data at fixed order is related to the treatment of the charm
PDFs. However, the discrepancy cannot be ascribed to the
fact that the charm PDFs are fitted in Ref. [9]. In fact, fit-
ting the charm PDFs should give more flexibility to better
describe the data. Rather, it is the actual construction of the
FONLL-C prediction which differs when the charm PDFs
are fitted. Specifically, when fitting the charm PDFs, it has
been pointed out that an extra contribution, denoted by DIC,

xFitter dev. team, EPJC78 (2018) no.8, 621
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LHC impact?
• Impact at HERA clear, though limited to low    and       by kinematics (can 

also improved with higher twist              corrections). 
• Are we sensitive at LHC? What information can it provide?
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Figure 6.4. Comparison between the NNPDF3.1sx NNLO and NNLO+NLLx predictions for selected
Drell-Yan measurements at the LHC. From left to right and from top to bottom, we show the ATLAS
low-mass measurements at 7 TeV, the CMS low-mass measurements at 8 TeV, and the LHCb W+ and
Z rapidity distributions at 8 TeV. For the NNLO+NLLx predictions, the e↵ects of small-x resummation
are included in the PDF evolution but not in the partonic cross-sections.

be smaller than the corresponding PDF errors (and in some cases also smaller than the shift
between the NNLO and NNLO+NLLx curves), we can conclude from this exercise that the
inclusion of these data into a fully consistent small-x resummed global PDF fit might provide
further evidence for BFKL dynamics, this time from high-precision electroweak LHC cross-
sections as opposed to from lepton-proton deep-inelastic scattering.

6.2 The ultra-high energy neutrino-nucleus cross-section

We next briefly explore the implication of the NNPDF3.1sx fits for the calculation of the total
neutrino-nucleus cross-sections at ultra-high energies (UHE). The interpretation of available
and future UHE data from neutrino telescopes, such as IceCube [196] and KM3NET [197],
requires precision predictions for the UHE cross-sections. With this motivation, a number
of phenomenological studies of the UHE cross-sections and the associated uncertainties has
been presented, both in the framework of collinear DGLAP factorization [198–204] and beyond
it [205–209], the latter including for instance the e↵ects of non-linear evolution or saturation.

Here we focus on the charged-current (CC) neutrino-nucleus inclusive cross-sections. Mea-
suring neutrino-nucleus interactions at the highest values of E⌫ accessible at neutrino telescopes
explores values of x down to ⇠ 10�9 for Q ⇠ MW , thus representing a unique testing ground
of small-x QCD dynamics. We have computed the theoretical predictions with APFEL+HELL for
NNLO and NNLO+NLLx theory, using the corresponding NNPDF3.1sx fits as input. Heavy
quark mass e↵ects are included using the FONLL scheme, although these mass corrections are
negligible at the relevant intermediate and high neutrino energies, so the calculation is e↵ectively

50

• First look in DY 
case suggests 
double differential 
more sensitive:
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Figure 6.4. Comparison between the NNPDF3.1sx NNLO and NNLO+NLLx predictions for selected
Drell-Yan measurements at the LHC. From left to right and from top to bottom, we show the ATLAS
low-mass measurements at 7 TeV, the CMS low-mass measurements at 8 TeV, and the LHCb W+ and
Z rapidity distributions at 8 TeV. For the NNLO+NLLx predictions, the e↵ects of small-x resummation
are included in the PDF evolution but not in the partonic cross-sections.

be smaller than the corresponding PDF errors (and in some cases also smaller than the shift
between the NNLO and NNLO+NLLx curves), we can conclude from this exercise that the
inclusion of these data into a fully consistent small-x resummed global PDF fit might provide
further evidence for BFKL dynamics, this time from high-precision electroweak LHC cross-
sections as opposed to from lepton-proton deep-inelastic scattering.

6.2 The ultra-high energy neutrino-nucleus cross-section

We next briefly explore the implication of the NNPDF3.1sx fits for the calculation of the total
neutrino-nucleus cross-sections at ultra-high energies (UHE). The interpretation of available
and future UHE data from neutrino telescopes, such as IceCube [196] and KM3NET [197],
requires precision predictions for the UHE cross-sections. With this motivation, a number
of phenomenological studies of the UHE cross-sections and the associated uncertainties has
been presented, both in the framework of collinear DGLAP factorization [198–204] and beyond
it [205–209], the latter including for instance the e↵ects of non-linear evolution or saturation.

Here we focus on the charged-current (CC) neutrino-nucleus inclusive cross-sections. Mea-
suring neutrino-nucleus interactions at the highest values of E⌫ accessible at neutrino telescopes
explores values of x down to ⇠ 10�9 for Q ⇠ MW , thus representing a unique testing ground
of small-x QCD dynamics. We have computed the theoretical predictions with APFEL+HELL for
NNLO and NNLO+NLLx theory, using the corresponding NNPDF3.1sx fits as input. Heavy
quark mass e↵ects are included using the FONLL scheme, although these mass corrections are
negligible at the relevant intermediate and high neutrino energies, so the calculation is e↵ectively
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• Clearly largest effects will be at LHCb, and at HE-LHC (FCC…).

NB: no resummation in cross section available yet

• Impact at current level of precision small, but not negligible. Future fits 
with low + high     resummation foreseen in the long term

x

LHL et al., EPJC76 (2016) no.4, 186
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• Recall issues with fit to ATLAS jet data. Independent of experimental 
systematics - some improvement in      seen by varying QCD scales             .

Theory uncertainties

�2 µR, µF

ATLAS, JHEP 09, 020 (2017)
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Ratio of (s + s̄) to ū + d̄, i.e. R
s

at Q2 = 1.9 GeV2.

At x = 0.023 R
s

⇠ 0.83± 0.15. Compare to ATLAS with R
s

= 1.13+0.08
�0.13

R
s

exceeds unity at lower x, but essentially an extrapolation.
Comfortably consistent with unity.

CERN – Sept 17 10

• ATLAS W,Z : some improvement in fit 
quality (                         ) to all masses, 
when                .

�2/N : 2.2 ! 1.8

µ ! µ/2

Clearly at/approaching stage where we should worry about this in PDF fits!!

• First look by NNPDF: build 
‘theoretical’ covariance matrix due to 
scale variation, and include in fit. So far 
- DIS only.

Reaching the point where theory unrelated related to PDFs
becoming vital. First attempts by varying scales by NNPDF.

Uncertainties related to PDFs not the same as uncertainties on PDFs.

Dresden – Aug 2018 72

S. Forte, Cern July 2018
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Photon PDF

• Precise photon PDF determination - photon exchange in elastic/inelastic      
scattering precisely same process as that generating               :

e

p

e

p

Elastic Inelastic

+�(x,Q2) ⇠

�(x,Q2)

ep

2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have
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where the proton hadronic tensor (as defined
in [32]) is given by W
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. In Eq. (1)

we introduced the physical QED coupling
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(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find
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is the proton mass,
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where in the MS factorisation scheme
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where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2
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. The first
term in Eq. (3) is of order ↵2L(↵
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order ↵3L(↵
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where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F
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and F
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. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F
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where ⌧ = Q2/(4m2

p

) and G
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are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G
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is the dipole form G
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understanding qualitative asymptotic behaviours, pre-
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(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf
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(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-

• Complete quantitative result 
provided by LUXqed:

LHL eta al., Phys. Rev. 
D94 (2016) no.7, 074008

A. Manohar et al., Phys. Rev. Lett. 117 (2016) no.24, 100001
A. Manohar et al., JHEP 1712 (2017) 046

• Photon-initiated processes - relevant in precision era (                          ). 
Require introduction of ‘photon PDF’.

↵2
S(MZ) ⇠ ↵(MZ)

• Photon v. well determined. 
Emphasis on consistent 
inclusion in global fit.
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Photon in MMHT global PDF fit
• Input PDF               parameterised at low                     . For photon we do 

not leave free - take from adapted LUXqed expression. 
•               coupling in DGLAP incorporated for both proton and neutron.

�(x,Q0) Q0 ⇠ 1GeV

� � q/gChange in PDFs due to refit

Gluon affected mainly at high x, loss of momentum.

Small x flavour rearrangement in quarks – less strange.

Quarks lose momentum at high x from QED evolution, but reduction in
high Q2 up quark less as compensated for by input.

Dresden – Aug 2018 56

Modern LUX-based PDFs all in excellent agreement with very small
uncertainty.

Historical photon PDFs have much more variation.

Dresden – Aug 2018 57• (Left) Impact on other partons (after fit): loss of momentum to    at high    , 
effect on strangeness largest.

• (Right) MMHTQED photon close to LUX/NNPDFlux. Variation in 
outdated/historical sets larger - these are no longer relevant!

� x
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Impact on fit to ATLAS¸ high-mass Drell-Yan data.

This data no longer constrains the photon in any meaningful way. Fit
quality including photon contributions �2/Npts = 65/48.

In some bins QED-altered evolution of quarks more important than
photon contribution.

Dresden – Aug 2018 58

Data impact - high mass DY
• Fit to ATLAS high mass DY including photon.
• Fit quality good, but impact of photon relatively minor 

within current precision.
• Impact of QED evolution on other partons as 

important as explicit photon-initiated contribution.

ATLAS Collab., JHEP 1608 (2016) 009 
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Figure 7: Comparison of the electron (red points), muon (blue points) and combined (black points) fiducial Born-
level cross sections, di↵erential in invariant mass m`` and absolute dilepton rapidity |y`` |. The error bars represent the
statistical uncertainty. The inner shaded band represents the systematic uncertainty on the combined cross sections,
and the outer shaded band represents the total measurement uncertainty (excluding the luminosity uncertainty). The
central panel shows the ratio of each measurement channel to the combined data, and the lower panel shows the
pull of the electron (red) and muon (blue) channel measurements with respect to the combined data.
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Lumi error not shown
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PDFs - Where do we Stand?

• Gluon:

‣ Despite varying approaches, global fits ~ consistent (not true in past). 
Uncertainties            in some regions.

‣ Biggest difference at high    , with NNPDF3.1 lower - includes more 
LHC data (    , jets…). Expect updates from other groups soon.

x

tt

35

⇠ 2%

• Reasonable agreement for other PDFs. Not perfect - still work to do.

•     : ‣ More variation, in particular at high     (less constraints), more 
sensitive to methodological differences in this region.
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Summary/Outlook
• PDFs an essential part of LHC precision program. Have presented a 
few selective examples.
• High precision LHC data represents both a opportunity and challenge 
for PDF fitters.
• Opportunity - the highest ever precision measurements of standard 
candle SM processes playing significant role in PDF fit
• Challenge - confronting theory with such data not always simple. 
Delicate issues related to e.g. theoretical uncertainties and experimental 
systematics coming to the fore.
• Much progress ongoing other areas: resummation, photon PDF, theory 
uncertainties.
• Work on MMHT18 and MMHTQED ongoing- stay tuned!

Thank you for listening!
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Backup
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Ultimate PDFs - Cross sections

• Improvement in parton luminosities feeds through to impact on LHC 
cross sections, in particular gluon-initiated.

 14

Impact on QCD and Higgs processes

Juan Rojo                                                                                                              CERN TH Institute, 17/07/2018

PDF uncertainties in (gg) Higgs production down to the 1% level at the HL-LHC

pp → γγ pp → jj

pp → h → bb̄ pp → h + j

 15

Impact on  high-mass BSM processes

Juan Rojo                                                                                                              CERN TH Institute, 17/07/2018

Marked improvement for 
gluon-initiated processes

A challenge seems to be 
pinning down the large-
x antiquarks

Include further 
processes, e.g. high-
mass CC Drell-Yan?
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Shift

|yj|

jes21

Jets correlations - in more detail
• Mismatch in neighbouring rapidity bins 

leads to poor fit quality. 
• Decorrelating with     - small number of 

shifts prefer very different directions.
• Simple approach- decorrelate two 

systematics across      . Find dramatic 
improvement in     .

Full 21 62 21,62

�

2
/Npts. 2.85 1.58 2.36 1.27

Table 1: �

2 per number of data points (Npts = 140) for fit to ATLAS jets data [23], with
the default systematic error treatment (‘full’) and with certain errors, defined in the text,
decorrelated between jet rapidity bins.

• Fit to data improves dramatically - little sign of systematic offset.
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• Fit to data improves dramatically - little sign of systematic offset.
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14Figure 4: Data/theory fit as in Fig. 2, for 0.5 < |yj| < 1.0 and 1.0 < |yj| < 1.5, with and
without the labelled systematic errors decorrelated between jet rapidity bins.

combination, is shown in Table 1, and is found to be dramatic. Simply decorrelating jes21,
for example, leads to a reduction of 180 points in �

2, giving almost a factor of 2 decrease in
the �2

/Npts. from 2.85 to 1.58. Decorrelating jes62 in addition gives a �

2
/Npts. of 1.27. The

same data/theory comparisons as in Fig. 2, but including this decorrelation of jes21 and
jes62, are shown in Fig. 4 and are visibly improved, with the additional freedom allowing
the data/theory to shift in the di↵erent rapidity bins and achieve a good overall description.

We note that this corresponds to a simplified version of the alternative correlation sce-
narios presented in [26] subsequently to the discussion in [34]. Here, the impact of a more
conservative partial decorrelation of various sources of uncertainty (including theoretical un-
certainties due to scale choice and variation) in the 8 TeV ATLAS jet data is investigated,
and a comparable although somewhat less dramatic improvement in the data description
quality is found. However, as we will show below, the e↵ect of our simplified decorrelation
model is to improve the fit quality while having a limited e↵ect on the PDFs themselves.
Therefore we do not expect the details of the decorrelation model to have a significant impact
on the final result. Thus, while the correlation between systematic errors should clearly be
determined by physics considerations and not simply the possibility of improving the theory
description of the data, the simplified approach we take is su�cient for our purposes.
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62: JES (close-by jets)
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• Our approach - study this after the fact. Fit individual jet rapidity 
bins and see which systematic shifts want to go in different directions.
• Find in fact only a small number of offenders.
• Simple question - if we loosen correlations, are PDFs affected?
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combination, is shown in Table 1, and is found to be dramatic. Simply decorrelating jes21,
for example, leads to a reduction of 180 points in �

2, giving almost a factor of 2 decrease in
the �2

/Npts. from 2.85 to 1.58. Decorrelating jes62 in addition gives a �

2
/Npts. of 1.27. The

same data/theory comparisons as in Fig. 2, but including this decorrelation of jes21 and
jes62, are shown in Fig. 4 and are visibly improved, with the additional freedom allowing
the data/theory to shift in the di↵erent rapidity bins and achieve a good overall description.

We note that this corresponds to a simplified version of the alternative correlation sce-
narios presented in [26] subsequently to the discussion in [34]. Here, the impact of a more
conservative partial decorrelation of various sources of uncertainty (including theoretical un-
certainties due to scale choice and variation) in the 8 TeV ATLAS jet data is investigated,
and a comparable although somewhat less dramatic improvement in the data description
quality is found. However, as we will show below, the e↵ect of our simplified decorrelation
model is to improve the fit quality while having a limited e↵ect on the PDFs themselves.
Therefore we do not expect the details of the decorrelation model to have a significant impact
on the final result. Thus, while the correlation between systematic errors should clearly be
determined by physics considerations and not simply the possibility of improving the theory
description of the data, the simplified approach we take is su�cient for our purposes.

7

• Simply allowing a pair of these* to 
change freely between rapidity gives 
a ~ 180 point improvement in      !

• What about the PDF impact?

�2

*Checking with ATLAS that it is not completely 
unreasonable for this choice. 23

21: multijet balance asym.
62: JES (close-by jets)

Di ! Di +
N

corrX

k=1

rk�
corr

k,i

yj

NB: errors not shown!

yj

• Clearly over-simplified (first investigation), 
but more complete approach        similar 
gluon stability.

• Mapping out shift for          (largest impact) 
see clear trend in dominant      bins that 
should be picked out by more controlled 
decorrelation.

�2

ATLAS, JHEP 09, 020 (2017)

!

jes21

yj
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Figure 4.5. Same as Fig. 4.2 for the NNPDF3.1 no-LHC (upper) and collider-only (lower plots) fits.

PDF set �

2
/Ndat

1st bin 2nd bin 3rd bin 4th bin Total

NNPDF3.1 0.68 0.53 0.28 0.47 0.65
NNPDF3.1+ATLAS� 0.70 0.49 0.30 0.46 0.65

MMHT14 0.81 0.73 0.27 0.45 0.70
CT14 0.75 0.65 0.28 0.41 0.64

ABMP16 0.82 0.89 0.20 1.56 1.05

Table 5.1. Same as Table. 4.1 for the ATLAS 13 TeV direct photon production measurements.

based on a relatively small integrated luminosity, Lint = 3.2 fb�1, and therefore its uncertainties
are larger than for the 8 TeV case, explaining the reduced discrimination power.

As can be seen from Table 5.1, the differences in the values of �2 between NNPDF3.1 and
NNPDF3.1+ATLAS� are small. This may be further observed in Fig. 5.1, where we compare
the theory predictions for the 13 TeV data with both NNPDF3.1 and NNPDF3.1+ATLAS�.
In addition to the PDF uncertainties shown in the previous cases (darker bands), here we also
include the scale uncertainties associated with the NNLO QCD calculation (lighter bands), as
discussed below. The two PDF sets are in good agreement with each other and the limited
statistics of the measurement do not allow us to discriminate among them. This can also be seen
from the fact that the experimental uncertainties are significantly larger than the differences
between the two theoretical predictions. It is also interesting to take a closer look at the most
forward rapidity bin of the 13 TeV measurement, which in the 8 TeV case had to be excluded
from the fit. Here instead we find reasonably good agreement between theory and data, although
again, there are larger experimental errors in this bin and therefore one cannot conclude that
the description of the 13 TeV data is better than at 8 TeV.

As mentioned above, we also indicate in Fig. 5.1 the scale uncertainties associated with
the NNLO QCD calculation (shown as the lighter error bands) in addition to the standard
PDF uncertainties. These scale uncertainties have been estimated using the standard practice of

15

• Direct photon: sensitivity to 
gluon at intermediate/high   .

• New NNLO calculations allows 
possibility for inclusion in 
precision fits.

x

Motivation
• Direct photon production at LO in QCD occurs 

in 3 ways: the Compton process,     annihilation 
and via the collinear fragmentation of an outgoing 
quark

• Photon production in hadronic collisions is 
directly sensitive to the gluon PDF

• Direct photon data used to be used in very old 
sets but jet measurements from Tevatron 
replaced photons in constraining the gluon

• In 2012 it was shown that all available isolated 
photon production data was consistent with 
NLO QCD calculations

• The precision of most recent LHC data required 
using NNLO QCD theory, which only recently 
became available

qq̄

d’Enterria, Rojo (2012)

Motivation
• Direct photon production at LO in QCD occurs 

in 3 ways: the Compton process,     annihilation 
and via the collinear fragmentation of an outgoing 
quark

• Photon production in hadronic collisions is 
directly sensitive to the gluon PDF

• Direct photon data used to be used in very old 
sets but jet measurements from Tevatron 
replaced photons in constraining the gluon

• In 2012 it was shown that all available isolated 
photon production data was consistent with 
NLO QCD calculations

• The precision of most recent LHC data required 
using NNLO QCD theory, which only recently 
became available

qq̄

d’Enterria, Rojo (2012)

13

✦ Fitting 8 data points in range [40, 150] GeV, poor fit if w/o K-factors; 
prefer harder gluon ~0.02, softer gluon x>0.1; impact small on quarks 

CT17p — ATLAS 7 TeV Z pT
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Figure 17: Prediction of CT10 and CT17p for ATLAS 7 TeV W and Z rap. dist. and 8TeV Z rap.

dist.. The left panel shows the unshifted data, while the right panel show the shifted data.
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predictions vs. data
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Figure 1:

1

PDF correlation

ATLAS 7 Z pT

gluon

•      boson       distribution. 
Sensitive to gluon at high    . 
New NNLO calculation allows 
constraints on PDFs at this 
order.

J. Gao, “Progress on CTEQ-TEA PDFs”, DIS2017

Boughezal et al., Phys. Rev. Lett. 116 (2016) no 15 
152001
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Other LHC Processes of Interest



Top differential
• Impact on gluon, fitting individually:

Figure 1: Fitting each data set individually. Left: plots with fit and profiling, right: plots
with just fit (tolerances added in quadrature).

Figure 1: Fitting each data set individually. Left: plots with fit and profiling, right: plots
with just fit (tolerances added in quadrature).Figure 1: Fitting each data set individually. Left: plots with fit and profiling, right: plots

with just fit (tolerances added in quadrature).

Figure 1: Fitting each data set individually. Left: plots with fit and profiling, right: plots
with just fit (tolerances added in quadrature).
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