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PET/MRI Imaging

‣ Positron Emission Tomography (PET) 
- Positrons from a radionuclide introduced in a body annihilate with 
the nearby tissue, emitting two back-to-back photons 

- The photons are detected in coincidence,  
tracking a line of response (LOR)  

‣ Hybrid PET-MRI Imaging 
- Combining functional Image by PET and morphological image by MRI 

 4
MRI PETPET/MRI

(10.2967/jnumed.110.074773)



Time-of-Flight (TOF)  5
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‣ TOF information improves the signal-to-noise ratio (SNR) of 
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Depth-of-Interaction (DOI)

‣ Sensitivity for photon depth of interaction improves the 
spatial resolution across the whole view of the scanner 

‣ It also reduces the uncertainty of TOF measurements
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The TT-PET Scanner  8

‣ A wedge is composed of 60 layers 
(12 supermodules)

‣ 16 wedges in a ring structure 
with cooling blocks 

‣ The scanner is meant to be 
inserted in small animal 
commercial MRI

2 Scanner layout

The scanner has a cylindrical structure with an internal radius of 1.8 cm, external radius of 4.2 cm
and a total length of 5 cm. The ring is made of 16 wedge-shaped units called "towers", (see Fig. 1).
Each tower is formed by:

Figure 1. Scanner geometry, showing the 16 towers made of 60 conversion and detection layers. Three
detection layer widths are radially used.
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Figure 2. Representation of two consecutive detection layers.

• 60 detection layers of three di�erent sensor widths (7, 9, 11 mm).

• Each detection layer is made of a 50 µm thick converter layer glued to a 100 µm thick silicon
layer, as shown Fig. 2.

• Each silicon layer is formed by two 2.5 cm long chips like the one shown in Fig. 3. The active
area of the chip is segmented in detection pixels of 0.5 ⇥ 0.5 mm2 .

The three chip types di�er in the number of pixels, starting from the bottom the chip contains:
576, 768 and 960 pixels. The total number of read-out channel in the scanner is 1’474’560.

A dedicated Monte Carlo simulation showed that for 511 keV �-rays produced in a point in the
center of the scanner and isotropically emitted, the geometrical acceptance is 78%.
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2 The TT-PET scanner layout

The thickness of the TT-PET scanner is constrained by the volume available inside a typical small-
animal commercial MRI scanner. Therefore, in order to maximise the photon detection e�ciency,
the first step of the simulation was the optimisation of the thickness of the converter, dielectric
and sensor forming a photon-detection unit. Dedicated Monte Carlo studies were performed with
FLUKA [5]. A pencil beam of 511 keV photons was generated, hitting perpendicularly a stack of
detection units, and a series of simulations were performed for lead, bismuth, uranium and iridium
layers of thickness from 20 to 100 µm in front of the silicon sensor. A stack of 60 detection
units made of 50 µm thick converter and 100 µm thick sensor maximized the photon detection
e�ciency. Lead and bismuth were providing the best performance. Lead was finally chosen since
it is significantly less expensive. These results were crosschecked with GEANT4 [6] 1.

At the end of the engineering process, after taking into account all the technical constraints,
it was decided to build the photon-detection unit as a 50 µm lead converter followed by a 50 µm
dielectric spacer (that has the role of keeping the sensor capacitance small) and a 100 µm monolithic
silicon sensor. These consecutive layers will be glued together by a 5 µm double-sided coated tape,
as shown in the left panel of Figure 1. The e�ciency of a single detection unit for 511 keV photons
was calculated to be 0.6%.

Five layers of two adjacent detection units form a "super-module", shown in the right panel of
Figure 1. The ten chips in a super-module share services and I/O bus.

Figure 1. (Left) Representation of two consecutive detection layers. An incoming photon will cross the lead
layer, where it may convert, and the resulting electron will cross the dielectric spacer that keeps the front-end
capacitance low, and be detected in the sensor. (Right) CAD drawing of a supermodule, formed by five layers
of two adjacent chips. The ten chips are wirebonded to a flex that carries common services and I/Os.

Finally, twelve consecutive super-modules form a "tower" (left panel of Figure 2), which
provides a detection e�ciency of 27% for 511 keV photons impinging perpendicularly at the
centre 2. To minimize the inactive volume, the towers have the shape of a wedge, obtained by three
sensors of same length (24.9 mm) but di�erent widths: 7, 9 and 11 mm.

1 GEANT4 was chosen also for the final implementation of the complete scanner simulation. The GEANT4 physics
list used was the Em option4 [7].

2The results presented here were obtained by the simulation of a preliminary layout geometry featuring a flex PCB
for each layer instead of the staggered wire-bond technique finally chosen and shown in the right panel of Fig. 1. In spite
of this di�erence, we expect that the overall results will not change significantly, given the similar material budget and
identical sensor surface.
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The scanner is made of 16 towers separated by cooling blocks, resulting in a cylindrical structure
with an internal radius of 1.8 cm, external radius of 4.2 cm and a total active length of 4.8 cm. A
dedicated Monte Carlo simulation showed that for particles produced isotropically at the center of
the scanner, the geometrical acceptance is 78%.

Figure 2. (Left) CAD drawing of a tower made by 60 detection units, i.e. 12 supermodules. The blue
structure is the endcap of the tower cooling block. To maximize the detection e�ciency, the tower has the
shape of a wedge, formed by sensors of three widths. (Right) CAD drawing of the entire TT-PET scanner
during insertion in an MRI scanner.

Figure 3. The floorplan for the 7mm-wide chip. The blue region represents the sensitive area made
of 0.5 ⇥ 0.5mm2 pixels, the yellow frame is the area dedicated to the front-end electronics, and the red
rectangles represent the wire-bond pads.

The sensitive element of the scanner is a monolithic full-custom ASIC containing the sensor,
the SiGe Bi-CMOS ultra-fast front-end and the readout electronics. The monolithic approach was
chosen in order to simplify the production and assembly of the scanner, and to reduce the overall
cost of the project. As shown in Figure 3, the ASICs will be 24.9 mm long, with an active area
segmented in detection pixels of 0.5⇥0.5 mm2. The chips of the three widths necessary to produce
wedge-shaped towers will have 576, 768 and 960 pixels, so that the scanner will have a total of
1’474’560 pixels. The power consumption of the silicon sensors is 20 mW/cm2. Since the heat
dissipation is distributed all over the towers, a cooling block is implemented in the inter-tower gap to
keep the scanner temperature under control [8]. The cooling block is made of laser-sintering AlO3.
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‣ We are developing silicon monolithic pixel sensors  
with 30 ps time resolution for electrons 
- corresponding to 100 ps time resolution for MIPs
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(5 detection layers)



Expected Performance of the TT-PET Scanner  9
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Reconstruction with TOF

‣ The very good spatial resolution (< 750 mm FWHM) does not 
degrade on the border of the scanner thanks to the depth of 
interaction measurement  

‣ The SNR of the reconstructed image is improved thanks to 
the TOF measurement arXiv: 1811.12381

Reconstruction without TOF

Detector simulation performed with Geant4 simulation  
shows excellent performance of the TT-PET scanner

https://arxiv.org/abs/1811.12381


Noise Equivalent Count Rate (NECR)  10
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Figure 7. (Left) Coincidence rates and NECR as a function of the phantom source activity for a cylindrical
source. (Right) Coincidence rates and NECR as a function of the phantom source activity for a spherical
source.

1 MBq and it has been placed in 49 positions along the z-axis, with steps of 1 mm, in order to
cover the entire axial FOV. With this source intensity the random coincidences and the count loss
are below the 0.1%. Fig. 8 shows the expected sensitivity as a function of the z axis and presents a
maximum value at 4 %.
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Figure 8. Expected sensitivity as a function of the position along the axial FOV

4 Reconstruction

4.1 Normalisation

Since the scanner does not have full angular acceptance and the detection e�ciency is less than 1,
the detection probability of a gamma pair depends on the position in the FOV where it was emitted.
The reconstructed images need to be corrected by using a normalisation technique.

A rod 18F source with a diameter of 36 mm and length of 40 mm was performed in the
simulation and the normalisation factors were calculated as follows;

Normi = Ii (4.1)
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‣ Requirements 
- Coincidence window: 500 ps 

- The LOR intercepts the phantom 

- The energy deposits in the both pixels are larger than 20 keV 

‣ High NECR (~ 900 kcps) for a 50 MBq source

cylindrical source  
(radius: 1.6 mm, length: 50 mm) 
in a plastic phantom 
(radius: 12.5 mm, length: 50 mm)

Target for 
the TT-PET

T: True 
S: Compton Scattering 
R: Random

 

 

(SNR ∝ NEC)

NECR =
T2

T + S + R

https://arxiv.org/abs/1811.12381
https://arxiv.org/abs/1811.12381
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ASIC Demonstrator  12

arXiv: 1811.10246

Figure 3. Layout of the TT-PET demonstrator chip, with a 3⇥10 pixel matrix. On the left, five guard-ring
test-structures are visible, that were submitted to independently test the high-voltage insulation of the pixels.
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threshold

PMOS-based 
resistors

Pixel

MOS Discriminator

To Logic

Figure 4. Block diagram of the pixel electronics. The pixel is shown as a diode, connected to the BJT-based
preamplifier. Its output is discriminated by an open-loop MOS amplifier, controlled by a local DAC to adjust
its threshold. The digitized output is sampled by a latch and sent to the periphery to the TDC.

3.1 Specifications

The main specifications for the front-end are shown in table 1.

Power supply 1.8 V
Gain 90 mV fC�1

Equivalent Noise Charge (for a 1 pF input capacitance) 600 e�

Power consumption 135 µW
Peaking time 1.3 ns

Simulated ToA jitter (for a 1 fC signal) 82 ps

Table 1. Main specifications of the simulated analog front-end

The pixel size is a compromise between input capacitance and power consumption. Having smaller
pixels would lead to better spatial resolution of the scanner, but since a PET image has an intrinsic
resolution of about 500 µm[3], the image quality would not improve. A smaller pixel would result in
a smaller input capacitance for the amplifier, and thus lower noise, leading to more accurate timing.
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‣ ASIC demonstrator in 130 nm IHP  
SiGe-HBT technology (β= 900, fT = 250 GHz) 
- 30 pixels, size: 500 × 500 μm2 

- Amplifier, discriminator, 50 ps binning TDC, logic and serializers 

✦ The output of the discriminator is sent to a fast-OR chain, which 
preserves TOT and TOA 

- Thinned to 100 μm, backplane metallized 

- 1500 Ω*cm resistivity (full depletion voltage: ~ 45 V) 

✦ Confirmed by laser TCT measurement

https://arxiv.org/abs/1811.10246


Testbeam Measurement

‣ Testbeam facility at CERN SPS (MIPs) 
- Tracking telescope, providing external trigger 

- 3 chips were readout by a system developed by the DPNC 
(particle physics department at University of Geneva) with 
custom FPGA firmware 

- Applied 180 V to the pixels
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The time of arrival and the time over threshold of the fast-OR output signal are digitized using
a CMOS-based hybrid TDC made of a free-running ring oscillator with a binning of 50 ps and a
700 ps counter, developed on purpose for this project [8]. Both the counter and the 14 states of the
ring oscillator are read for the measurement of the time of arrival and the time over threshold of the
signal.

A 10 MHz clock is distributed to the di�erent chips to o�er a common time reference for the
TDCs and run the chip logic.

2 Experimental setup and methods

2.1 The experimental setup at the SPS beam test facility at CERN

In order to study the e�ciency, timing performance, front-end noise and uniformity of response, the
demonstrator chip was tested at the SPS beam test facility at CERN with MIPs. The experimental
setup (Figure 2) consisted of a tracking telescope [9] that provided the trigger and the particle track
parameters to three demonstrator chips. The three chips were read out using a readout system
developed at the DPNC, with a custom firmware designed to operate the demonstrator with an
external trigger.

Chip 2 Chip 1 Chip 0

Figure 2. The experimental setup at the SPS beam test facility. The red line represents the particle beam.
Four of the tracking telescope planes are visible on the left. The three boards with the demonstrator were
downstream with respect to the telescope. The board containing chip 0 was rotated by 180 degrees along the
vertical axis with respect to the other two boards.

The chips were operated at two working points: a low-power working point, with a preamplifier
power consumption of 160 µW/channel, compliant with the TT-PET power requirements, and, for
comparison, a working point with power consumption of 375 µW/channel, as was used for the

– 3 –
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Efficiency Map

‣ Greater than 99.9% efficiency was observed for the 26 
pixels that were readout 
- 4 pixels were masked on hardware due to noise induced from 
signal-ended clock line 

- The region defined by the continuous lines shows the area used 
for efficiency calculation
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Figure 5 shows the pixel e�ciency for the chip in the center (chip 1), measured at the nominal
threshold value for the low-power working point. The line in the figure indicates the borders of the
area used to calculate the e�ciency.
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Figure 5. Pixel e�ciency map of chip 1. The colored area is the chip active area. The dashed lines represent
the separation between pixels. The continuous line represents the border of the area used for the e�ciency
calculation. The four pixels in white were masked in hardware as discussed in the text.

Figure 6 shows the e�ciency of chip 1 measured at di�erent thresholds at the low-power
operating point. The data show the noise margin for sensor operation, with the e�ciency plateau
extending over a factor two above the nominal discriminator threshold. These data, obtained with
minimum ionizing particles crossing perpendicularly the sensor, are compatible with an amplifier
gain of (50 ± 5) mV/fC.

Figure 6. E�ciency as a function of the voltage threshold for chip 1. The voltage threshold value shown
in the horizontal axis represents the di�erence between the global threshold setting and the typical voltage
o�set at the output of the preamplifier. The mismatch between di�erent channels is corrected with the pixel
DAC. For the nominal working point the threshold was set to 15 mV above the amplifier baseline.

The equivalent noise charge (ENC) of the front-end was estimated from the gain and noise
rate measured at the nominal threshold1. The lowest threshold corresponds to at least 5 standard

1This estimation of the ENC using the discrimination threshold is a�ected by the discriminator response, that shows a
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Time Resolution

‣ 110 ps RMS was measured at 375 μW/channel power 
consumption 

‣ 130 ps RMS was measured at 160 μW/channel power 
consumption 

✦ Pixel area: 500 × 500 μm2, 750 fF capacitance
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Table 2. (Left) Resolution of the time of flight between the three combinations of the chips under test.
The � is the standard deviation of the gaussian fit to the ±2 standard deviations core of the time-of-flight
distribution. (Right) Time resolution of the three chips under test, obtained from the measurement of the
time-of-flight resolution.

TOF resolution [ps]
low-power high-power

�TOF,0�1 184.6 ± 0.2 161.3 ± 0.1
�TOF,0�2 180.0 ± 0.2 157.3 ± 0.1
�TOF,1�2 184.9 ± 0.2 161.2 ± 0.1

Time resolution [ps]
low-power high-power

�t, chip 0 127.3 ± 0.2 111.3 ± 0.1
�t, chip 1 134.2 ± 0.2 116.7 ± 0.1
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Figure 9. Time resolution of the pixels of chip 1. The dashed lines represent the separation between
di�erent pixels. The map shows the pixel matrix oriented as in Figure 1. The error is statistical only.

4 Conclusions

The demonstrator of the fast, monolithic ASIC of the TT-PET project was produced and tested
with minimum ionizing particles. The biasing structures, the pixel matrix, the fast-OR line and the
TDC were qualified and the minor modifications required for the final chip design were identified.
The measurements, done at a low-power (160 µW/channel) and a high-power (375 µW/channel)
working point, show an e�ciency above 99.9 % when the chip was operated at the nominal
threshold of 15 mV, with a noise hit rate per chip of 0.004 Hz. The front-end noise, estimated from
the e�ciency measurement, is 350 e� RMS. At the low-power working point, compatible with
the power-budget of the TT-PET scanner, the time resolution was measured to be 130 ps RMS. A
time resolution as low as 110 ps RMS was measured at the high-power working point, showing an
improvement of a factor 2 with respect to the results of the first prototype of the TT-PET chip.
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Best time resolution ever for silicon monolithic pixel sensor!



22Na Measurement  16

Source 
(22Na)

Sensor

‣ 30 ps time resolution with electrons  
from 511 keV photons can be achieved  
thanks to the larger signal w.r.t. MIPs 

‣ Measurement with 22Na source 
- Two boards, one with lead on one side and  
one with lead on both sides 

- Larger signal is expected by electrons bouncing back from lead

Lead on  
one side

Lead on  
both sides

�t ⇠
rise time

S/N

e-

e-

Lead box for radiation protection

Readout system

“Bounce”



Preliminary Results

‣ Larger TOT (Time over threshold) values are observed with 
lead on both sides 

‣ Measurement for time resolution and efficiency is being done
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Conclusions

‣ The TT-PET scanner, which aims at the construction of a 
small animal TOF-PET scanner, was designed to exploit  
Time-of-Flight (TOF) and Depth-of-Interaction (DOI) of a 
multi-layer silicon structure 

‣ Excellent performance of the TT-PET scanner was expected 
by Geant4 simulation and image reconstruction 

‣ ASIC demonstrator with silicon monolithic pixels was 
fabricated in IHP SiGe-HBT technology 

‣ More than 99.9% efficiency and  
110 ps at 375 μW/channel power consumption  
were measured at CERN SPS testbeam facility 

‣ Measurement with 22Na source is on-going to prove  
the ~30 ps time resolution with 511 keV electrons
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Laser Edge-TCT Measurement

‣ Laser edge-TCT measurement 
at DPNC 
- Depletion lengths 
correspond to  
1500 Ω*cm resistivity
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