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Tools and Development



Connecting the Old and the New
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Hadoop — XRootD Connector
Connecting XrootD-based Storage Systems with Hadoop and Spark
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Spark - Root
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Future Plans



Spark on Kubernetes Service



Spark on Kubernetes Service
Leveraging the Kubernetes support in Spark 2.3
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Spark on Kubernetes Service
Leveraging the Kubernetes support in Spark 2.3
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Analytics Platform
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Selected Projects and Platforms



Data Center and WLCG Monitoring Systems
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Computer Security Intrusion Detection

Data ingestion Data processing Storage and visualisation Incident response

¥

Sources of data Malware Information Sharing Platform” > .
Incident

i Response
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Credits: CERN security team, IT-DI

=¥ CERN
% openlab =




CMS Data Reduction Facility

Performing Physics Analysis and Data Reduction with Apache Spark
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Investigate new ways to analyse - .:'.
physics data and improve resource - o
utilization and time-to-physics .:|.-

Until today, high energy physics ,,-.':l.

analysis is done with the ROOT ?..';
Framework ¢

We now have fully functioning Analysis .-'.:l.
and Reduction examples tested over '. oo
CMS Open Data (1 TB) l-

We started scaling — goal is 1 PB

Root files are imported with « spark-root »

Files are accessed from the EOS Storage Service
with the « Hadoop-XRootD Connector »
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CMS Data Reduction Facility

Recorded and simulated Events centrally
produced Analysis Object Data (MINIAOD)
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