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SWAN – Jupyter Notebooks On Demand

• SWAN – Service for web based analysis
• collaboration between EP-SFT, IT-ST and IT-DB

• A web-based interactive interface and platform that combines code, 
equations, text and visualisations
• Ideal for exploration, reproducibility, collaboration

• Fully Integrated with IT Spark and Hadoop Clusters
• Modern, powerful and scalable platform for data analysis

• Python on Spark (PySpark) at scale
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SWAN_Spark – Architecture
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Hadoop-clusters with SWAN integration
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- Future qa cluster will be integrated with SWAN QA

Cluster Name Configuration Primary Usage

analytix 48 nodes
(Cores – 892,Mem – 7.5TB,Storage – 6 PB)

General Purpose

hadalytic 14 nodes
(Cores – 196,Mem – 768GB,Storage – 2.15 PB)

BE development. Will be 
decommissioned

nxcals 20 nodes
(Cores 480, Mem - 8 TB, Storage – 5 PB, 96GB in SSD)

Accelerator logging (NXCALS)
project dedicated cluster



SWAN_Spark features

• Spark Connector – handling the spark 
configuration complexity
• User is presented with Spark Session (Spark) 

and Spark Context (sc)

• Ability to bundle configurations specific to user 
communities

• Ability to specify additional configuration
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SWAN_Spark features

• Spark Monitor – jupyter notebook extension 
• For live monitoring of spark jobs spawned from the notebook

• Access to Spark WEB UI from the notebook

• Several other features to debug and troubleshoot Spark application
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Authentication and Encryption

• Authentication
• spark.authenticate : authentication via shared secret, ensures that all the 

actors (driver, executor, AppMaster) share the same secret

• Encryption
• encryption is enabled for all spark application services (block transfer, RPC 

etc)

• Further details on SWAN_Spark security model
• https://gitlab.cern.ch/dmaas/security/blob/master/swan_security.pdf
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Collaboration and Sharing

• Concept of project to 
share notebooks, code 
and data

• Users can clone a 
shared project directly 
from the interface
• Jupyter doesn’t allow 

concurrent editing
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Sharing made easy

• Sharing from inside 
SWAN interface

• Users can share 
“Projects”
• Special kind of folder 

that contains notebooks 
and other files, i.e. input 
data
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Target User Communities

• BE-NXCALS 
• will offer their users SWAN_Spark as key entry point for analysis

• Physics
• CMS Big Data, TOTEM
• CMSSpark

• IT Monitoring
• For use cases not satisfied by prepared dashboards

• IT Security

• Features with the goal of lowering the barrier for large scale distributed 
analysis with Apache Spark (PySpark)
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Industry focus

Databricks Unified Platform
- Simplifying Big Data and AI
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Cloudera Data Science Workbench
- Enables fast, easy and secure self-service data science



SWAN_Spark – Demo
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SWAN_Spark – ArchitectureX
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Points to remember

1. By default spark driver memory is 2GB
• Increase it by setting spark.driver.memory if you are going to collect more 

data into the driver

2. Spark dynamic scaling (allocation) is enabled only on analytix

3. Static executor allocation on NXCALS and hadalytic
• spark.executor.instance
• spark.executor.memory
• spark.executor.cores

4. Python is sourced from CVMFS
• Details of software included in LCG release - http://lcginfo.cern.ch/
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Future work and enhancements

1. Avoid typing password to access spark clusters
• Automatic generation of credentials (service ticket) is DONE

• Integration with HADOOP security layer is IN PROGRESS

2. Multiple spark connections per user session
• memory per user is restricted to 8GB – 10 GB

3. Longevity of swan user session?
• currently its 6 hrs
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Future work and enhancements

4. HDFS browser
• ability to browse HDFS from SWAN

5. Datasets
• abstraction to create and share datasets

6. Job submission
• SWAN user session is a full-fledged Hadoop-Spark client

19



SWAN_Spark

• SWAN_Spark is fully available Hadoop and Spark users
• URL – http://swan.cern.ch

• Example Notebooks - <analytix-example>, <gallery>

• Note: Request an Hadoop account through SNOW  

• Support ticket via SNOW, general feedback welcome to
• ai-hadoop-admins@cern.ch

• swan-admins@cern.ch
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http://swan.cern.ch/
https://cern.ch/swanserver/cgi-bin/go?projurl=https://raw.githubusercontent.com/prasanthkothuri/swan-spark-notebooks/master/analytix-hostmetrics-example.ipynb
https://swan.web.cern.ch/content/apache-spark

