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Outline

• Requirements for calorimetry at CLIC 

• The CLICdet calorimeter system 

• Calorimeter technologies 

• ECAL: Silicon, Scintillator + SiPMs 

• HCAL: Scintillator + SiPMs 

• Common items: Electronics 

• Prototype performance in test beams 

• Optimisation of the CLICdet calorimeter design
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Requirements for Calorimetry at CLIC

• Hadronic multi-jet final states prevalent in CLIC physics: 
Jet energy reconstruction and resolution of key importance 

➫ Event reconstruction using PFA in highly granular calorimeters 

• Challenging environment: “pile-up” of γγ⇾hadrons needs 
to be reduced  

➫ high granularity and ns - level timing

➫ A “CALICE - like” calorimeter system
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The CLICdet Calorimeter System

Key parameters: 

• ECAL 
Depth: 40 layers, 22 X0 (~ 1 λI) 
Absorber: W, 1.9 mm / layer 
Active elements: Silicon  
Granularity: 5 x 5 mm2 

• HCAL 
Depth: 60 layers, 7.5 λI 
Absorber: Stainless Steel, 20 mm / layer  
Active elements: Scintillator tiles / SiPMs  
Granularity: 30 x 30 mm2

7 Hadronic Calorimeter

Table 14: Parameters for the HCAL segmentation as implemented in the simulation model, with a total
of 60 Fe-Scintillator layers.

Function Material Layer thickness [mm]

Absorber steel 19

Space air 2.7
Cassette Steel 0.5
PCB mixed 0.7
Conductor Cu 0.1
Scintillator Polystyrene 3
Cassette Steel 0.5

Total between steel plates 7.5

Total Fe-scint. layer 26.5
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Figure 25: Nuclear interaction lengths lI in the calorimeters with respect to the polar angle q . The in-
teraction length corresponding to the material of the superconducting coil is shown for com-
pleteness.

the background events were taken from the worst case scenario, i.e. generated for CLIC operating atp
s = 3 TeV. The kt algorithm of FastJet was used to reconstruct exclusively two jets on the same side

of the detector (after optimisation, the FastJet parameter R=0.5 and the "default" criterion for PFOs
were used throughout to estimate the relative performance of the models) . The Rin = 240 mm model
provides an improved di-jet invariant mass, without significantly increasing the acceptance to background
compared to the Rin = 360 mm case. The Rin = 120 mm case, considered not feasible from an engineering
perspective, is included for comparison.

While the advantage of a better HCAL forward coverage is evident even including the overlay of
gg ! hadrons background, detailed studies for CLIC_ILD revealed a too high occupancy in the inner
regions of the HCAL endcap. As a remedy, a thick shielding (polyethylene and tungsten) inside the
support tube was proposed [29]. In CLICdet, a shielding of this type would have to be placed inside the
HCAL endcap and would therefore reduce its forward acceptance. For first physics studies with the new
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Technologies: ECAL

• Silicon / Tungsten calorimeter 

• Planar silicon pad sensors 
• Extensive experience in 

CALICE, including complex 
mechanical design

• Aggressive original ILD design 
made more realistic: 
Assume 3.15 mm space 
between W absorber layers 

• up from 2.2 mm 

N.B. Similar changes also made in ILD
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Technologies: ECAL

• Silicon activities profit enormously from CMS HGCAL 
project - CERN LCD group directly involved in sensor 
testing & test beam activities

➫ Acquiring experience with 
multiple vendors, large 
scale production and 
testing, electronics, …
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Technologies: ECAL

• Silicon activities profit enormously from CMS HGCAL 
project - CERN LCD group directly involved in sensor 
testing & test beam activities

➫ Acquiring experience with 
multiple vendors, large 
scale production and 
testing, electronics, …

• Less compact than silicon, uniformity 
requirements still need to be fully 
understood

• Scintillator with SiPM readout also 
studied as an option for ECAL in CALICE 

• Small scintillator tiles (10 x 10 mm2) tested 
in CERN LCD group, larger prototype so far 
only built with strips lead by Shinshu
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Technologies: HCAL
• Scintillator tile + SiPM readout:  Established by CALICE 

• Technology proven with physics prototype (2006 - 2011)
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Technologies: HCAL
• Scintillator tile + SiPM readout:  Established by CALICE 

• Technology proven with physics prototype (2006 - 2011)

And the technology has since evolved to allow scaling to large systems:

A first simplification of the scintillator tiles: 
Blue-sensitivity of current SiPMs enables 
fiberless coupling, combined with 
specialized tile geometries
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Technologies: HCAL
• Scintillator tile + SiPM readout:  Established by CALICE 

• Technology proven with physics prototype (2006 - 2011)

+

SiPMs in surface-mount packages for pick-and-place 
machines, together with fiberless tiles, pave the way 
towards automatic assembly of active layers 

Substantial improvements in SiPM performance enable 
auto-triggering, essentially noise-less detector

And the technology has since evolved to allow scaling to large systems:

A first simplification of the scintillator tiles: 
Blue-sensitivity of current SiPMs enables 
fiberless coupling, combined with 
specialized tile geometries
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Technologies: HCAL

• Compact design now being implemented in CALICE AHCAL technological prototype

• Cassette thickness ~ 6.5 mm, including 2 x 0.5 mm 
stainless steel in covers 

• 1 mm additional tolerance per layer:  
7.5 mm space between absorbers 
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Technologies: HCAL

• Compact design now being implemented in CALICE AHCAL technological prototype

• Cassette thickness ~ 6.5 mm, including 2 x 0.5 mm 
stainless steel in covers 

• 1 mm additional tolerance per layer:  
7.5 mm space between absorbers 

MC

New AHCAL prototype Felix Sefkow   March 23, 2017

Temperature	coefficients	

31.1.2017	 AHCAL	MeeCng		 8	

•  Example	plot	for	single	channel	
•  All	fits	add	good	chi2	

•  The	temperature	coefficients	has	very	
small	spread	(below	1mv)	

•  Mean	value	56mv/k	~	50mv/k	ok!	

Status as of today

• MPPCs: first 600 delivered 
– characterised at U Heidelberg  

• excellent uniformity 
– mounted on PCBs, awaiting tiles 
– 11'400 more in April, 12'000 in May 

• Tiles: 28’000 from Moscow delivered to DESY 
– first 144 to be wrapped manually 
– wrapping machine in preparation at U Hamburg 

• ASICs: 400 @ DESY, 400 more to be packaged

15

QA	of	SiPMs	@	Heidelberg	

AHCAL	Main	Mee7ng	
31.1.2017	

Yonathan	Munwes	
Konrad	Briggl	
Patrick	Eckert	

24.01.2017Stephan Martens4 Detector Development: Automatic Wrapping Machine 

The new machine – actual state of the construction

Computer-aided design

Fully automatic wrapping

 

An Automatic Wrapping Machine

 as proxy for the hole technical staff
of the group

Particle Physics & Detector Development
Geb. 67a/67b

        

            

Stephan Martens

24.01.2017

 for the AHCAL Scintillator Tiles

injection-molded 
scintillator tiles

• Scalable technology:
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Technologies: HCAL

• Compact design now being implemented in CALICE AHCAL technological prototype

• Cassette thickness ~ 6.5 mm, including 2 x 0.5 mm 
stainless steel in covers 

• 1 mm additional tolerance per layer:  
7.5 mm space between absorbers 

Semi- automatic 
wrapping of scintillator 
tiles in reflective foil

MC

New AHCAL prototype Felix Sefkow   March 23, 2017

Temperature	coefficients	
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Technologies: HCAL

• Scalable technology:

Automatic placement 
on electronics boards
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Technologies: HCAL

• Scalable technology:

Automatic placement 
on electronics boards

Precise cassette 
elements and 
absorber structures
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Technologies: HCAL

• Scalable technology:

Automatic placement 
on electronics boards

Precise cassette 
elements and 
absorber structures

Currently ongoing construction for 
a full hadronic prototype with 23k 
channels - in May 2018 in beam
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Technologies: HCAL

• Scalable technology:

Automatic placement 
on electronics boards

Precise cassette 
elements and 
absorber structures

Technology also used in CMS HGCAL - closely follows CALICE 
design, with some changes imposed by LHC environment

Currently ongoing construction for 
a full hadronic prototype with 23k 
channels - in May 2018 in beam
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Common Features - Electronics
• Front-end electronics directly integrated into detector volume 

• CALICE and CMS make use of same ASIC family 

• ASIC provides extended dynamic range by dual gain mode, 12 bit ADC 

• Time stamping capability better than 1 ns for linear collider - optimised 
operation: Satisfies CLIC background rejection requirements 

• Auto triggering: Enables triggerless operation of the calorimeter
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Common Features - Electronics
• Front-end electronics directly integrated into detector volume 

• CALICE and CMS make use of same ASIC family 

• ASIC provides extended dynamic range by dual gain mode, 12 bit ADC 

• Time stamping capability better than 1 ns for linear collider - optimised 
operation: Satisfies CLIC background rejection requirements 

• Auto triggering: Enables triggerless operation of the calorimeter

20 ms 156 ns long bunch trains

0.5 ns bunch to bunch spacing 
312 bunches per train

50 Hz repetition rate

• A key requirement to achieve maximum 
compactness: No active cooling in detector volume: 
Low-power electronics! 

• Power-pulsing allowed by bunch train structure of 
CLIC - allows a duty cycle of < 1% for front-end 
electronics 

• Capability integrated in current CALICE electronics
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Calibration of Imaging Calorimeters

• The large number of cells requires a 
dedicated calibration strategy: 

• Each individual cell calibrated with 
muons “on the MIP scale”: provides 
cell-by-cell inter-calibration
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Figure 30. A representative example of the energy distribution of hits in muon events for a particular
channel. The fit function is a convolution of a Gaussian and a Landau. Normalisation, GL and σL refers to
the constant, most probable value and width of the Landau function, and σG to the width of the Gaussian
function.

the central part. The hit energy distribution is fitted to a convolution of a Landau distribution and
a Gaussian. An example fit is shown in figure 30. The most probable value GL of the Landau
function gives the calibration constant, while the standard deviation of the Gaussian σG gives an
estimate of the noise value for each channel. The fitting range has been limited between 25 and
78.5 ADC counts.

The statistical uncertainty on the fitted value of GL, calculated by TMinuit [22], is 0.243±
0.001 ADC counts on average for all channels, with a spread between channels of 0.063± 0.001
ADC counts. In addition, as stated above, the pedestal subtraction introduces an additional un-
certainty of ±0.1ADC counts. If the entire ADC range is fitted rather than the range 25-78.5
ADC counts, the difference is found to be 0.00± 0.02 ADC counts on average over all channels,
with a spread between channels of 0.146± 0.001 ADC counts. The latter value is considered as
a systematic uncertainty on the calibration constants GL. The total statistical uncertainty on each
calibration constant is hence about 0.24 ADC counts (0.5% of a MIP), and the total systematic
uncertainty 0.18ADC counts (0.4% of a MIP).

5.2 Results

For 6403 out of the 6480 channels of the prototype, the MIP calibration is obtained using the above
procedure. One entire module (36 channels) shows no signal above 25ADC counts, as a result of
the silicon not being fully depleted. The ratio between the mean MIP signals of this module and a
randomly chosen neighbour is estimated to be 0.517, allowing a relative calibration of its channels.
Nine channels have readout issues, and are declared dead. For the remaining 32 channels, the fit
described above fails due to anomalously high levels of noise. 18 of these are recovered by fitting
with the sum of a Gaussian and the previously used function. The other 14 are calibrated using
neighbouring pads. The calibration constants are found to have slight variations chip-to-chip. The
spread between chips is found to be 0.78± 0.02 ADC counts (1.7% of a MIP) on average, hence
this value is taken as systematic uncertainty for the 50 channels calibrated using neighbouring pads.
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Figure 23. Left: Distribution of single pixel peaks measured in the gain calibration. The superimposed
curve is a fit with multiple Gaussian functions. Right: The MIP distribution of muons measured in a cell
in the physics mode. The superimposed curve is a fit to a Landau distribution convolved with a Gaussian
function. The noise spectrum is shown as a reference.

coming light intensity, andCpixeli is a conversion factor of ADC bins into units of a single avalanche
in a SiPM pixel that includes the intercalibration constant.

We extract the MIP conversion factors CMIPi of each cell using the most probable response to
the approximately minimum ionizing muons. A typical MIP spectrum together with the pedestal
spectrum of the same channel is shown in figure 23 (right). In the summed shower energy, we
consider only cells in which the energy exceeds half a MIP. This eliminates most of the electronic
noise, while keeping a high efficiency for single particles.

We measured the response function fi of each SiPM on the test bench before installation (see
figure 5 right). The inverse function f−1i is used to correct for non-linearities in the response. In
future, these measurements could be replaced by regularly updated in-situ measurements providing
improved non-linearity corrections. A typical calibration spectrum is depicted in figure 23 (left).
The inverse response function f−1i (Ai [ADC]) is nearly one for small measured energies increasing
approximately exponentially towards higher energies. In the range of our operation the maximum
correction factor does not exceed three. The conversion from the MIP scale to the GeV scale is
achieved using test beam data of known energies.

9 Commissioning and initial performance

Commissioning started with modules without absorber plates in a DESY electron beam. In a
dedicated setup we have tested up to four modules with 3GeV electrons. We have determined a
first MIP calibration and have measured the in situ light yield by combining the MIP calibration and
gain calibration. Furthermore, we have tested the non-linearity correction with additional absorber
material in front of the module under study. These initial studies were performed to establish the
readout, calibration and monitoring of the 7608 SiPMs used in the AHCAL prototype.

9.1 Test of single modules

Using the initial test beam setup at DESY we have measured energies up to ∼40 MIPs per tile. We
have compared the performance of the SiPM readout with that of a photomultiplier (PM) readout
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• Typical uncertainties of 
0.4% in ECAL, 2% in HCAL 
(statistical) - for Si stable on 
the ~ % level, for SiPMs 
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Calibration of Imaging Calorimeters

• The large number of cells requires a 
dedicated calibration strategy: 

• Each individual cell calibrated with 
muons “on the MIP scale”: provides 
cell-by-cell inter-calibration
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Figure 30. A representative example of the energy distribution of hits in muon events for a particular
channel. The fit function is a convolution of a Gaussian and a Landau. Normalisation, GL and σL refers to
the constant, most probable value and width of the Landau function, and σG to the width of the Gaussian
function.

the central part. The hit energy distribution is fitted to a convolution of a Landau distribution and
a Gaussian. An example fit is shown in figure 30. The most probable value GL of the Landau
function gives the calibration constant, while the standard deviation of the Gaussian σG gives an
estimate of the noise value for each channel. The fitting range has been limited between 25 and
78.5 ADC counts.

The statistical uncertainty on the fitted value of GL, calculated by TMinuit [22], is 0.243±
0.001 ADC counts on average for all channels, with a spread between channels of 0.063± 0.001
ADC counts. In addition, as stated above, the pedestal subtraction introduces an additional un-
certainty of ±0.1ADC counts. If the entire ADC range is fitted rather than the range 25-78.5
ADC counts, the difference is found to be 0.00± 0.02 ADC counts on average over all channels,
with a spread between channels of 0.146± 0.001 ADC counts. The latter value is considered as
a systematic uncertainty on the calibration constants GL. The total statistical uncertainty on each
calibration constant is hence about 0.24 ADC counts (0.5% of a MIP), and the total systematic
uncertainty 0.18ADC counts (0.4% of a MIP).

5.2 Results

For 6403 out of the 6480 channels of the prototype, the MIP calibration is obtained using the above
procedure. One entire module (36 channels) shows no signal above 25ADC counts, as a result of
the silicon not being fully depleted. The ratio between the mean MIP signals of this module and a
randomly chosen neighbour is estimated to be 0.517, allowing a relative calibration of its channels.
Nine channels have readout issues, and are declared dead. For the remaining 32 channels, the fit
described above fails due to anomalously high levels of noise. 18 of these are recovered by fitting
with the sum of a Gaussian and the previously used function. The other 14 are calibrated using
neighbouring pads. The calibration constants are found to have slight variations chip-to-chip. The
spread between chips is found to be 0.78± 0.02 ADC counts (1.7% of a MIP) on average, hence
this value is taken as systematic uncertainty for the 50 channels calibrated using neighbouring pads.
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Figure 23. Left: Distribution of single pixel peaks measured in the gain calibration. The superimposed
curve is a fit with multiple Gaussian functions. Right: The MIP distribution of muons measured in a cell
in the physics mode. The superimposed curve is a fit to a Landau distribution convolved with a Gaussian
function. The noise spectrum is shown as a reference.

coming light intensity, andCpixeli is a conversion factor of ADC bins into units of a single avalanche
in a SiPM pixel that includes the intercalibration constant.

We extract the MIP conversion factors CMIPi of each cell using the most probable response to
the approximately minimum ionizing muons. A typical MIP spectrum together with the pedestal
spectrum of the same channel is shown in figure 23 (right). In the summed shower energy, we
consider only cells in which the energy exceeds half a MIP. This eliminates most of the electronic
noise, while keeping a high efficiency for single particles.

We measured the response function fi of each SiPM on the test bench before installation (see
figure 5 right). The inverse function f−1i is used to correct for non-linearities in the response. In
future, these measurements could be replaced by regularly updated in-situ measurements providing
improved non-linearity corrections. A typical calibration spectrum is depicted in figure 23 (left).
The inverse response function f−1i (Ai [ADC]) is nearly one for small measured energies increasing
approximately exponentially towards higher energies. In the range of our operation the maximum
correction factor does not exceed three. The conversion from the MIP scale to the GeV scale is
achieved using test beam data of known energies.

9 Commissioning and initial performance

Commissioning started with modules without absorber plates in a DESY electron beam. In a
dedicated setup we have tested up to four modules with 3GeV electrons. We have determined a
first MIP calibration and have measured the in situ light yield by combining the MIP calibration and
gain calibration. Furthermore, we have tested the non-linearity correction with additional absorber
material in front of the module under study. These initial studies were performed to establish the
readout, calibration and monitoring of the 7608 SiPMs used in the AHCAL prototype.

9.1 Test of single modules

Using the initial test beam setup at DESY we have measured energies up to ∼40 MIPs per tile. We
have compared the performance of the SiPM readout with that of a photomultiplier (PM) readout
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Calibration of Imaging Calorimeters

• The large number of cells requires a 
dedicated calibration strategy: 

• Each individual cell calibrated with 
muons “on the MIP scale”: provides 
cell-by-cell inter-calibration
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Figure 30. A representative example of the energy distribution of hits in muon events for a particular
channel. The fit function is a convolution of a Gaussian and a Landau. Normalisation, GL and σL refers to
the constant, most probable value and width of the Landau function, and σG to the width of the Gaussian
function.

the central part. The hit energy distribution is fitted to a convolution of a Landau distribution and
a Gaussian. An example fit is shown in figure 30. The most probable value GL of the Landau
function gives the calibration constant, while the standard deviation of the Gaussian σG gives an
estimate of the noise value for each channel. The fitting range has been limited between 25 and
78.5 ADC counts.

The statistical uncertainty on the fitted value of GL, calculated by TMinuit [22], is 0.243±
0.001 ADC counts on average for all channels, with a spread between channels of 0.063± 0.001
ADC counts. In addition, as stated above, the pedestal subtraction introduces an additional un-
certainty of ±0.1ADC counts. If the entire ADC range is fitted rather than the range 25-78.5
ADC counts, the difference is found to be 0.00± 0.02 ADC counts on average over all channels,
with a spread between channels of 0.146± 0.001 ADC counts. The latter value is considered as
a systematic uncertainty on the calibration constants GL. The total statistical uncertainty on each
calibration constant is hence about 0.24 ADC counts (0.5% of a MIP), and the total systematic
uncertainty 0.18ADC counts (0.4% of a MIP).

5.2 Results

For 6403 out of the 6480 channels of the prototype, the MIP calibration is obtained using the above
procedure. One entire module (36 channels) shows no signal above 25ADC counts, as a result of
the silicon not being fully depleted. The ratio between the mean MIP signals of this module and a
randomly chosen neighbour is estimated to be 0.517, allowing a relative calibration of its channels.
Nine channels have readout issues, and are declared dead. For the remaining 32 channels, the fit
described above fails due to anomalously high levels of noise. 18 of these are recovered by fitting
with the sum of a Gaussian and the previously used function. The other 14 are calibrated using
neighbouring pads. The calibration constants are found to have slight variations chip-to-chip. The
spread between chips is found to be 0.78± 0.02 ADC counts (1.7% of a MIP) on average, hence
this value is taken as systematic uncertainty for the 50 channels calibrated using neighbouring pads.
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Figure 23. Left: Distribution of single pixel peaks measured in the gain calibration. The superimposed
curve is a fit with multiple Gaussian functions. Right: The MIP distribution of muons measured in a cell
in the physics mode. The superimposed curve is a fit to a Landau distribution convolved with a Gaussian
function. The noise spectrum is shown as a reference.

coming light intensity, andCpixeli is a conversion factor of ADC bins into units of a single avalanche
in a SiPM pixel that includes the intercalibration constant.

We extract the MIP conversion factors CMIPi of each cell using the most probable response to
the approximately minimum ionizing muons. A typical MIP spectrum together with the pedestal
spectrum of the same channel is shown in figure 23 (right). In the summed shower energy, we
consider only cells in which the energy exceeds half a MIP. This eliminates most of the electronic
noise, while keeping a high efficiency for single particles.

We measured the response function fi of each SiPM on the test bench before installation (see
figure 5 right). The inverse function f−1i is used to correct for non-linearities in the response. In
future, these measurements could be replaced by regularly updated in-situ measurements providing
improved non-linearity corrections. A typical calibration spectrum is depicted in figure 23 (left).
The inverse response function f−1i (Ai [ADC]) is nearly one for small measured energies increasing
approximately exponentially towards higher energies. In the range of our operation the maximum
correction factor does not exceed three. The conversion from the MIP scale to the GeV scale is
achieved using test beam data of known energies.

9 Commissioning and initial performance

Commissioning started with modules without absorber plates in a DESY electron beam. In a
dedicated setup we have tested up to four modules with 3GeV electrons. We have determined a
first MIP calibration and have measured the in situ light yield by combining the MIP calibration and
gain calibration. Furthermore, we have tested the non-linearity correction with additional absorber
material in front of the module under study. These initial studies were performed to establish the
readout, calibration and monitoring of the 7608 SiPMs used in the AHCAL prototype.

9.1 Test of single modules

Using the initial test beam setup at DESY we have measured energies up to ∼40 MIPs per tile. We
have compared the performance of the SiPM readout with that of a photomultiplier (PM) readout
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approximately the 1% level and are consistent with zero non-
linearity. Data and simulation agree within one standard
deviation.

The relative energy resolution, sðEmeasÞ=Emeas, as shown in
Fig. 18, can be parametrised by a quadrature sum of stochastic and
constant terms

sðEmeasÞ
Emeas

¼
16:5370:14ðstatÞ70:4ðsystÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ 1:0770:07ðstatÞ70:1ðsystÞð Þ

 !

%

ð11Þ

where the intrinsic momentum spread of the beam was
subtracted from the ECAL data [6]. The contribution of a
possible 1=E term in the energy resolution is negligible. As in
the case of the offset, the dominant systematic uncertainty is due
to the cut on Tmax (0.3% in the case of the stochastic term). A
systematic shift in the beam energy scale of 150 MeV would lead
to an additional variation of 0.13% in the stochastic term. The
expected resolution from simulation agrees with the measured
resolution of the prototype to within %2% of its value at all
energies, except at 20 GeV where the discrepancy is %3%. The
Monte Carlo resolution can be parametrised by

sðEmeasÞ
Emeas

" #MC

¼
17:0670:13ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ ð0:8270:09Þ

 !
%: ð12Þ

Examples of the systematic studies of the linearity and
resolution parameters are shown in Tables 4–6. The dependence
of the parameters on the minimal accepted distance between the
shower barycentre and the nearest inter-wafer gap is shown in
Table 4. In this study, the energy threshold for considering the hits
is 0.6 MIPs. In addition, the effect of varying this threshold is
presented in Table 5. In order to investigate the potential effects
linked to the beam position, the energy response is also compared

for showers with barycentres located in the right-hand side
(negative x coordinates) and in the upper half of the detector
(upper row of wafers), as summarised in Table 6. The results of all
checks are consistent. Since data were taken in both August and
October 2006, it was also possible to check the response stability
in time and no significant differences between the two data
samples are observed.

7. Conclusion

The response to normally incident electrons of the CALICE Si-W
electromagnetic calorimeter was measured for energies between
6 and 45 GeV, using the data recorded in 2006 at CERN.

The calorimeter response is linear to within approximately 1%.
The energy resolution has a stochastic term of ð16:5370:14
ðstatÞ70:4ðsystÞÞ%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
, whereas the constant term is

ð1:0770:07ðstatÞ70:1ðsystÞÞ%.
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Fig. 18. Relative energy resolution (sðEmeasÞ=Emeas) as a function of 1=
ffiffiffiffiffiffiffiffiffiffiffiffi
Ebeam

p
(solid

squares), and its usual parametrisation as s=
ffiffiffi
E
p
$ c. For clarity, the 35 runs

available were combined into eight different beam energy points for the plot. For
the parametrisation of the energy resolution each run was however treated
individually. The values expected from simulation are shown (open squares). The
dashed line gives the fitted resolution for data (Eq. (11)), and the dotted lines
correspond to its variation when the beam energy scale is shifted by 7300 MeV.

Table 4
Impact of the distance of the shower to the inter-wafer gaps on the ECAL linearity
and resolution.

Shower distance to the gaps (in standard deviations)

3.5 4 4.5 5

w2=ndf
(linearity)

16.8/32 17.6/32 18.9/32 24.2/32

a (MIPs) 93:9711:1 96:3711:2 97:8711:5 99:1711:6
b (MIPs/
GeV)

266:370:5 266:670:5 266:870:5 266:870:5

Stochastic
term of
energy
resolution
(%)

16:770:1 16:670:1 16:470:2 16:370:2

Constant
term of
energy
resolution
(%)

1:070:1 1:070:1 1:170:1 1:270:1

The distance is given in terms of standard deviations to the gap centre, with the
standard deviation defined by the Gaussian parametrisation of the gaps.

Table 5
Impact of the threshold imposed for the hit energy on the ECAL linearity and
resolution.

Ehit threshold (MIPs)

0.5 0.7 0.9

w2=ndf (linearity) 18.0/32 17.8/32 18.0/32

a (MIPs) 93:0711:2 98:9711:1 105:6711:1
b (MIPs/GeV) 266:870:5 266:370:5 265:870:5
Stochastic term of energy resolution (%) 16:670:1 16:570:1 16:670:1
Constant term of energy resolution (%) 1:070:1 1:170:1 1:170:1

Table 6
Response to electrons crossing the right-hand side and the upper part of the ECAL.

Right-hand side Upper part

a (MIPs) 96:1710:9 97:7711
b (MIPs/GeV) 266:670:5 266:870:5
Stochastic term of energy resolution (%) 16:870:1 16:870:2
Constant term of energy resolution (%) 1:170:1 1:170:1

C. Adloff et al. / Nuclear Instruments and Methods in Physics Research A 608 (2009) 372–383382
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approximately the 1% level and are consistent with zero non-
linearity. Data and simulation agree within one standard
deviation.

The relative energy resolution, sðEmeasÞ=Emeas, as shown in
Fig. 18, can be parametrised by a quadrature sum of stochastic and
constant terms

sðEmeasÞ
Emeas

¼
16:5370:14ðstatÞ70:4ðsystÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ 1:0770:07ðstatÞ70:1ðsystÞð Þ

 !

%

ð11Þ

where the intrinsic momentum spread of the beam was
subtracted from the ECAL data [6]. The contribution of a
possible 1=E term in the energy resolution is negligible. As in
the case of the offset, the dominant systematic uncertainty is due
to the cut on Tmax (0.3% in the case of the stochastic term). A
systematic shift in the beam energy scale of 150 MeV would lead
to an additional variation of 0.13% in the stochastic term. The
expected resolution from simulation agrees with the measured
resolution of the prototype to within %2% of its value at all
energies, except at 20 GeV where the discrepancy is %3%. The
Monte Carlo resolution can be parametrised by

sðEmeasÞ
Emeas

" #MC

¼
17:0670:13ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ ð0:8270:09Þ

 !
%: ð12Þ

Examples of the systematic studies of the linearity and
resolution parameters are shown in Tables 4–6. The dependence
of the parameters on the minimal accepted distance between the
shower barycentre and the nearest inter-wafer gap is shown in
Table 4. In this study, the energy threshold for considering the hits
is 0.6 MIPs. In addition, the effect of varying this threshold is
presented in Table 5. In order to investigate the potential effects
linked to the beam position, the energy response is also compared

for showers with barycentres located in the right-hand side
(negative x coordinates) and in the upper half of the detector
(upper row of wafers), as summarised in Table 6. The results of all
checks are consistent. Since data were taken in both August and
October 2006, it was also possible to check the response stability
in time and no significant differences between the two data
samples are observed.

7. Conclusion

The response to normally incident electrons of the CALICE Si-W
electromagnetic calorimeter was measured for energies between
6 and 45 GeV, using the data recorded in 2006 at CERN.

The calorimeter response is linear to within approximately 1%.
The energy resolution has a stochastic term of ð16:5370:14
ðstatÞ70:4ðsystÞÞ%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
, whereas the constant term is

ð1:0770:07ðstatÞ70:1ðsystÞÞ%.
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Fig. 18. Relative energy resolution (sðEmeasÞ=Emeas) as a function of 1=
ffiffiffiffiffiffiffiffiffiffiffiffi
Ebeam

p
(solid

squares), and its usual parametrisation as s=
ffiffiffi
E
p
$ c. For clarity, the 35 runs

available were combined into eight different beam energy points for the plot. For
the parametrisation of the energy resolution each run was however treated
individually. The values expected from simulation are shown (open squares). The
dashed line gives the fitted resolution for data (Eq. (11)), and the dotted lines
correspond to its variation when the beam energy scale is shifted by 7300 MeV.

Table 4
Impact of the distance of the shower to the inter-wafer gaps on the ECAL linearity
and resolution.

Shower distance to the gaps (in standard deviations)

3.5 4 4.5 5

w2=ndf
(linearity)

16.8/32 17.6/32 18.9/32 24.2/32

a (MIPs) 93:9711:1 96:3711:2 97:8711:5 99:1711:6
b (MIPs/
GeV)

266:370:5 266:670:5 266:870:5 266:870:5

Stochastic
term of
energy
resolution
(%)

16:770:1 16:670:1 16:470:2 16:370:2

Constant
term of
energy
resolution
(%)

1:070:1 1:070:1 1:170:1 1:270:1

The distance is given in terms of standard deviations to the gap centre, with the
standard deviation defined by the Gaussian parametrisation of the gaps.

Table 5
Impact of the threshold imposed for the hit energy on the ECAL linearity and
resolution.

Ehit threshold (MIPs)

0.5 0.7 0.9

w2=ndf (linearity) 18.0/32 17.8/32 18.0/32

a (MIPs) 93:0711:2 98:9711:1 105:6711:1
b (MIPs/GeV) 266:870:5 266:370:5 265:870:5
Stochastic term of energy resolution (%) 16:670:1 16:570:1 16:670:1
Constant term of energy resolution (%) 1:070:1 1:170:1 1:170:1

Table 6
Response to electrons crossing the right-hand side and the upper part of the ECAL.

Right-hand side Upper part

a (MIPs) 96:1710:9 97:7711
b (MIPs/GeV) 266:670:5 266:870:5
Stochastic term of energy resolution (%) 16:870:1 16:870:2
Constant term of energy resolution (%) 1:170:1 1:170:1

C. Adloff et al. / Nuclear Instruments and Methods in Physics Research A 608 (2009) 372–383382
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Figure 5. Probability of neutral 10GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10GeV (circles and continuous lines) and
30GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP BERT (green) physics lists.

simulated neutral hadrons the standard deviation is calculated in the same manner, but using esti-
mations based on fits to the appropriate distributions.

If the charged hadron is situated in the vicinity of a neutral hadron with similar or higher
energy, the confusion is typically less than in the reversed situation. In figure 6 we use the test
beam data to estimate how the confusion depends on the energy of the neutral hadron. In jets in
a full detector such as ILD, the charged particles will tend to be separated from the neutrals by
the magnetic field. Therefore, in this figure the charged hadron is placed at a distance typical of
its deflection in a 4T magnetic field in the ILD geometry. The RMS90 deviation of the recovered
neutral hadron energy from its measured energy does not depend significantly on the neutral hadron
energy (see left plot in figure 6). The relative confusion is large for small neutral hadron energy.
This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).

5 Summary

To test the particle flow algorithm, PandoraPFA, we have mapped pairs of CALICE test beam
events, shifted by the definite distances from each other, onto the ILD geometry. Then we modified
the treatment of tracks in the PandoraPFA processor for the case of straight tracks. In this study
we have investigated the hadron energy range typical for a 100GeV jet. For jet fragment energies
from 10GeV to 30GeV we estimated the confusion error for the recovered neutral hadron energy
caused by the overlapping of showers.

We have confronted our result for test beam data with the result of Monte Carlo simulations
for LHEP and QGSP BERT physics lists. The results for the data and MC are in a good agree-
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approximately the 1% level and are consistent with zero non-
linearity. Data and simulation agree within one standard
deviation.

The relative energy resolution, sðEmeasÞ=Emeas, as shown in
Fig. 18, can be parametrised by a quadrature sum of stochastic and
constant terms

sðEmeasÞ
Emeas

¼
16:5370:14ðstatÞ70:4ðsystÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ 1:0770:07ðstatÞ70:1ðsystÞð Þ

 !

%

ð11Þ

where the intrinsic momentum spread of the beam was
subtracted from the ECAL data [6]. The contribution of a
possible 1=E term in the energy resolution is negligible. As in
the case of the offset, the dominant systematic uncertainty is due
to the cut on Tmax (0.3% in the case of the stochastic term). A
systematic shift in the beam energy scale of 150 MeV would lead
to an additional variation of 0.13% in the stochastic term. The
expected resolution from simulation agrees with the measured
resolution of the prototype to within %2% of its value at all
energies, except at 20 GeV where the discrepancy is %3%. The
Monte Carlo resolution can be parametrised by

sðEmeasÞ
Emeas

" #MC

¼
17:0670:13ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ ð0:8270:09Þ

 !
%: ð12Þ

Examples of the systematic studies of the linearity and
resolution parameters are shown in Tables 4–6. The dependence
of the parameters on the minimal accepted distance between the
shower barycentre and the nearest inter-wafer gap is shown in
Table 4. In this study, the energy threshold for considering the hits
is 0.6 MIPs. In addition, the effect of varying this threshold is
presented in Table 5. In order to investigate the potential effects
linked to the beam position, the energy response is also compared

for showers with barycentres located in the right-hand side
(negative x coordinates) and in the upper half of the detector
(upper row of wafers), as summarised in Table 6. The results of all
checks are consistent. Since data were taken in both August and
October 2006, it was also possible to check the response stability
in time and no significant differences between the two data
samples are observed.

7. Conclusion

The response to normally incident electrons of the CALICE Si-W
electromagnetic calorimeter was measured for energies between
6 and 45 GeV, using the data recorded in 2006 at CERN.

The calorimeter response is linear to within approximately 1%.
The energy resolution has a stochastic term of ð16:5370:14
ðstatÞ70:4ðsystÞÞ%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
, whereas the constant term is

ð1:0770:07ðstatÞ70:1ðsystÞÞ%.
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Fig. 18. Relative energy resolution (sðEmeasÞ=Emeas) as a function of 1=
ffiffiffiffiffiffiffiffiffiffiffiffi
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p
(solid

squares), and its usual parametrisation as s=
ffiffiffi
E
p
$ c. For clarity, the 35 runs

available were combined into eight different beam energy points for the plot. For
the parametrisation of the energy resolution each run was however treated
individually. The values expected from simulation are shown (open squares). The
dashed line gives the fitted resolution for data (Eq. (11)), and the dotted lines
correspond to its variation when the beam energy scale is shifted by 7300 MeV.

Table 4
Impact of the distance of the shower to the inter-wafer gaps on the ECAL linearity
and resolution.

Shower distance to the gaps (in standard deviations)

3.5 4 4.5 5

w2=ndf
(linearity)

16.8/32 17.6/32 18.9/32 24.2/32

a (MIPs) 93:9711:1 96:3711:2 97:8711:5 99:1711:6
b (MIPs/
GeV)

266:370:5 266:670:5 266:870:5 266:870:5

Stochastic
term of
energy
resolution
(%)

16:770:1 16:670:1 16:470:2 16:370:2

Constant
term of
energy
resolution
(%)

1:070:1 1:070:1 1:170:1 1:270:1

The distance is given in terms of standard deviations to the gap centre, with the
standard deviation defined by the Gaussian parametrisation of the gaps.

Table 5
Impact of the threshold imposed for the hit energy on the ECAL linearity and
resolution.

Ehit threshold (MIPs)

0.5 0.7 0.9

w2=ndf (linearity) 18.0/32 17.8/32 18.0/32

a (MIPs) 93:0711:2 98:9711:1 105:6711:1
b (MIPs/GeV) 266:870:5 266:370:5 265:870:5
Stochastic term of energy resolution (%) 16:670:1 16:570:1 16:670:1
Constant term of energy resolution (%) 1:070:1 1:170:1 1:170:1

Table 6
Response to electrons crossing the right-hand side and the upper part of the ECAL.

Right-hand side Upper part

a (MIPs) 96:1710:9 97:7711
b (MIPs/GeV) 266:670:5 266:870:5
Stochastic term of energy resolution (%) 16:870:1 16:870:2
Constant term of energy resolution (%) 1:170:1 1:170:1

C. Adloff et al. / Nuclear Instruments and Methods in Physics Research A 608 (2009) 372–383382
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Figure 5. Probability of neutral 10GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10GeV (circles and continuous lines) and
30GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP BERT (green) physics lists.

simulated neutral hadrons the standard deviation is calculated in the same manner, but using esti-
mations based on fits to the appropriate distributions.

If the charged hadron is situated in the vicinity of a neutral hadron with similar or higher
energy, the confusion is typically less than in the reversed situation. In figure 6 we use the test
beam data to estimate how the confusion depends on the energy of the neutral hadron. In jets in
a full detector such as ILD, the charged particles will tend to be separated from the neutrals by
the magnetic field. Therefore, in this figure the charged hadron is placed at a distance typical of
its deflection in a 4T magnetic field in the ILD geometry. The RMS90 deviation of the recovered
neutral hadron energy from its measured energy does not depend significantly on the neutral hadron
energy (see left plot in figure 6). The relative confusion is large for small neutral hadron energy.
This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).

5 Summary

To test the particle flow algorithm, PandoraPFA, we have mapped pairs of CALICE test beam
events, shifted by the definite distances from each other, onto the ILD geometry. Then we modified
the treatment of tracks in the PandoraPFA processor for the case of straight tracks. In this study
we have investigated the hadron energy range typical for a 100GeV jet. For jet fragment energies
from 10GeV to 30GeV we estimated the confusion error for the recovered neutral hadron energy
caused by the overlapping of showers.

We have confronted our result for test beam data with the result of Monte Carlo simulations
for LHEP and QGSP BERT physics lists. The results for the data and MC are in a good agree-
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Technology Validated in Beams

• Electromagnetic performance of 
CALICE SiW ECAL

ARTICLE IN PRESS

approximately the 1% level and are consistent with zero non-
linearity. Data and simulation agree within one standard
deviation.

The relative energy resolution, sðEmeasÞ=Emeas, as shown in
Fig. 18, can be parametrised by a quadrature sum of stochastic and
constant terms

sðEmeasÞ
Emeas

¼
16:5370:14ðstatÞ70:4ðsystÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ 1:0770:07ðstatÞ70:1ðsystÞð Þ

 !

%

ð11Þ

where the intrinsic momentum spread of the beam was
subtracted from the ECAL data [6]. The contribution of a
possible 1=E term in the energy resolution is negligible. As in
the case of the offset, the dominant systematic uncertainty is due
to the cut on Tmax (0.3% in the case of the stochastic term). A
systematic shift in the beam energy scale of 150 MeV would lead
to an additional variation of 0.13% in the stochastic term. The
expected resolution from simulation agrees with the measured
resolution of the prototype to within %2% of its value at all
energies, except at 20 GeV where the discrepancy is %3%. The
Monte Carlo resolution can be parametrised by

sðEmeasÞ
Emeas

" #MC

¼
17:0670:13ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EðGeVÞ
p $ ð0:8270:09Þ

 !
%: ð12Þ

Examples of the systematic studies of the linearity and
resolution parameters are shown in Tables 4–6. The dependence
of the parameters on the minimal accepted distance between the
shower barycentre and the nearest inter-wafer gap is shown in
Table 4. In this study, the energy threshold for considering the hits
is 0.6 MIPs. In addition, the effect of varying this threshold is
presented in Table 5. In order to investigate the potential effects
linked to the beam position, the energy response is also compared

for showers with barycentres located in the right-hand side
(negative x coordinates) and in the upper half of the detector
(upper row of wafers), as summarised in Table 6. The results of all
checks are consistent. Since data were taken in both August and
October 2006, it was also possible to check the response stability
in time and no significant differences between the two data
samples are observed.

7. Conclusion

The response to normally incident electrons of the CALICE Si-W
electromagnetic calorimeter was measured for energies between
6 and 45 GeV, using the data recorded in 2006 at CERN.

The calorimeter response is linear to within approximately 1%.
The energy resolution has a stochastic term of ð16:5370:14
ðstatÞ70:4ðsystÞÞ%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
, whereas the constant term is

ð1:0770:07ðstatÞ70:1ðsystÞÞ%.
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Fig. 18. Relative energy resolution (sðEmeasÞ=Emeas) as a function of 1=
ffiffiffiffiffiffiffiffiffiffiffiffi
Ebeam

p
(solid

squares), and its usual parametrisation as s=
ffiffiffi
E
p
$ c. For clarity, the 35 runs

available were combined into eight different beam energy points for the plot. For
the parametrisation of the energy resolution each run was however treated
individually. The values expected from simulation are shown (open squares). The
dashed line gives the fitted resolution for data (Eq. (11)), and the dotted lines
correspond to its variation when the beam energy scale is shifted by 7300 MeV.

Table 4
Impact of the distance of the shower to the inter-wafer gaps on the ECAL linearity
and resolution.

Shower distance to the gaps (in standard deviations)

3.5 4 4.5 5

w2=ndf
(linearity)

16.8/32 17.6/32 18.9/32 24.2/32

a (MIPs) 93:9711:1 96:3711:2 97:8711:5 99:1711:6
b (MIPs/
GeV)

266:370:5 266:670:5 266:870:5 266:870:5

Stochastic
term of
energy
resolution
(%)

16:770:1 16:670:1 16:470:2 16:370:2

Constant
term of
energy
resolution
(%)

1:070:1 1:070:1 1:170:1 1:270:1

The distance is given in terms of standard deviations to the gap centre, with the
standard deviation defined by the Gaussian parametrisation of the gaps.

Table 5
Impact of the threshold imposed for the hit energy on the ECAL linearity and
resolution.

Ehit threshold (MIPs)

0.5 0.7 0.9

w2=ndf (linearity) 18.0/32 17.8/32 18.0/32

a (MIPs) 93:0711:2 98:9711:1 105:6711:1
b (MIPs/GeV) 266:870:5 266:370:5 265:870:5
Stochastic term of energy resolution (%) 16:670:1 16:570:1 16:670:1
Constant term of energy resolution (%) 1:070:1 1:170:1 1:170:1

Table 6
Response to electrons crossing the right-hand side and the upper part of the ECAL.

Right-hand side Upper part

a (MIPs) 96:1710:9 97:7711
b (MIPs/GeV) 266:670:5 266:870:5
Stochastic term of energy resolution (%) 16:870:1 16:870:2
Constant term of energy resolution (%) 1:170:1 1:170:1

C. Adloff et al. / Nuclear Instruments and Methods in Physics Research A 608 (2009) 372–383382
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New AHCAL prototype Felix Sefkow   March 23, 2017

Tests with small stack
• May 2017: beam test in 3T magnetic field at SPS 
• Electronics tested last week at DESY in 2T (w/o beam) 
• Commissioning of active temperature compensation in 

preparation
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HBU5_BGA test in 2T magnetic field

First Result, DESY, March 3rd, 2017

• Front-end electronics tested in 2T 
magnetic field with power pulsing

preliminary, work in progress

• Small “electromagnetic prototype” based 
on latest technological prototype elements 
tested in 1.5 T field with electron beam

Katja Krüger  | CALICE AHCAL Testbeam at SPS  |  01 June 2017  |  Page  3/6

Data Taking 

> impossible to operate magnet at nominal field, could only run at half field
> data taken without B field, and with 1.5 T

! muons for calibration
! energy scan for electrons: 10 – 60 GeV

> very clean beams, very stable SPS conditions, well-working and stable 
detector

120 GeV
muon

60 GeV
electron

60 GeV e-, 1.5 T

Small AHCAL prototype TB at DESY 2016 July-Aug

Stack
MPP Munich

16

Setup:
• 15 good, low-noise layers for electromagnetic 

shower
* 6 brand new HBU4 with new generation MPPCs
* 9 older but still good HBU3

Aim:
• demonstrate response to 1-5 GeV electrons
• power-pulsing performance for a calorimeter 

system

layer 1-6
HBU4
Surface mount type 
with trench
2668 pixels

layer 7
HBU3
Surface mount type 
with no trench
1600 pixels

layer 8-15
HBU3
SiPM (SensL)
1300 pixels

2011 JINST 6 P07005
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Figure 5. Probability of neutral 10GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10GeV (circles and continuous lines) and
30GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP BERT (green) physics lists.

simulated neutral hadrons the standard deviation is calculated in the same manner, but using esti-
mations based on fits to the appropriate distributions.

If the charged hadron is situated in the vicinity of a neutral hadron with similar or higher
energy, the confusion is typically less than in the reversed situation. In figure 6 we use the test
beam data to estimate how the confusion depends on the energy of the neutral hadron. In jets in
a full detector such as ILD, the charged particles will tend to be separated from the neutrals by
the magnetic field. Therefore, in this figure the charged hadron is placed at a distance typical of
its deflection in a 4T magnetic field in the ILD geometry. The RMS90 deviation of the recovered
neutral hadron energy from its measured energy does not depend significantly on the neutral hadron
energy (see left plot in figure 6). The relative confusion is large for small neutral hadron energy.
This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).

5 Summary

To test the particle flow algorithm, PandoraPFA, we have mapped pairs of CALICE test beam
events, shifted by the definite distances from each other, onto the ILD geometry. Then we modified
the treatment of tracks in the PandoraPFA processor for the case of straight tracks. In this study
we have investigated the hadron energy range typical for a 100GeV jet. For jet fragment energies
from 10GeV to 30GeV we estimated the confusion error for the recovered neutral hadron energy
caused by the overlapping of showers.

We have confronted our result for test beam data with the result of Monte Carlo simulations
for LHEP and QGSP BERT physics lists. The results for the data and MC are in a good agree-
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calorimeters using Pandora 
Algorithms
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Energy Resolution & Software Compensation

• Use local energy density information to adjust 
weight of each hit in energy sum 

• Corrects for non-compensating nature of calorimeters: 
Lower weight for electromagnetic subshowers 

• Also corrects for very high local energy deposits due 
to hadronic activity
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stochastic term: 57.6% 
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Energy Resolution & Software Compensation

• Use local energy density information to adjust 
weight of each hit in energy sum 

• Corrects for non-compensating nature of calorimeters: 
Lower weight for electromagnetic subshowers 

• Also corrects for very high local energy deposits due 
to hadronic activity

EPJ C
77, 698 (2017)
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• Also implemented in PandoraPFA  

• HCAL only at present 

➫ improves cluster / track matching at 
reclustering stage and neutral hadron 
energy estimate
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Software Compensation

EPJ C
77, 698 (2017)
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• Also implemented in PandoraPFA  

• HCAL only at present 

➫ improves cluster / track matching at 
reclustering stage and neutral hadron 
energy estimate
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• Successfully transferred from ILD to CLIC 

• wider energy range: 1.5 TeV maximum energy, 
instead of 250 

• training with neutrons and KL0, wide energy range

work in progress
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Optimisation of Calorimeter Layout: ECAL

• The main driver: Jet energy resolution in CLIC environment 

• Jet energy resolution studied for different ECAL geometries and granularities

• 5 x 5 mm2 cell size a good compromise, further 
improvement possible, but at the expense of 
significant increase in channel count

C
LIC

dp-N
ote-2017-001

C
LIC

dp-N
ote-2017-001

mailto:fsimon@mpp.mpg.de


CLICdp Advisory Board, April 2018 - Frank Simon (fsimon@mpp.mpg.de) !15

Optimisation of Calorimeter Layout: ECAL

• The main driver: Jet energy resolution in CLIC environment 

• Jet energy resolution studied for different ECAL geometries and granularities

• 5 x 5 mm2 cell size a good compromise, further 
improvement possible, but at the expense of 
significant increase in channel count

6 Electromagnetic Calorimeter
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Figure 18: Silicon-tungsten (SiW) ECAL energy resolution in the ILD detector for 10 GeV and 100 GeV
photons in the barrel, as a function of the number of ECAL layers. Error bars indicate the
statistical accuracy of the simulation results. The total thickness of the ECAL is about 23 X0,
for all the cases shown (from [22], see Appendix II 14 for software details).
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Figure 19: Jet energy resolution in the ILD detector for jets of different energies, as a function of the SiW
ECAL cell size and number of ECAL layers (keeping a constant depth of about 23 X0). Error
bars indicate the statistical accuracy of the simulation results (from [22], see Appendix II 14
for software details).

leakage into the HCAL was observed for high energy photons, a simultaneous ECAL and HCAL calib-
ration using high energy photons was performed. A selection of simulation results, shown in Table 9,
illustrates the main findings. The total energy resolution (from ECAL plus HCAL) as a function of
photon energy is shown in Figure 20, for photons hitting the ECAL in the centre of the barrel (q=90�,
f=0�).

It is noted that CLICdet_17_8 indeed performs worse than an ECAL with 30 layers. Moreover, a
30-layer ECAL with uniform layer thickness (CLICdet_30) was found to give better resolution than the
previous 30-layer ECAL assembled in two groups (CLICdet_20_10), with thinner layers first and thicker
layers later. This is readily understood from the evolution of shower depth as a function of energy: At

20

• From a jet energy resolution perspective, ~ 25 layers 
distributed over 23 X0 appear sufficient, with 17 layers 
with finer sampling and 8 layers with thicker absorber
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Optimisation of Calorimeter Layout: ECAL

• But: Optimisation purely on jet energy resolution neglects photon performance at high energy 

• May be crucial for high mass objects decaying to photons

• Tricky optimisation: wide energy range of 
photons pushes for high sampling frequency 
throughout whole ECAL
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Optimisation of Calorimeter Layout: ECAL

• But: Optimisation purely on jet energy resolution neglects photon performance at high energy 

• May be crucial for high mass objects decaying to photons

• Tricky optimisation: wide energy range of 
photons pushes for high sampling frequency 
throughout whole ECAL

• Best performance obtained for a 40 layer ECAL with 1.9 mm 
/ layer, substantially better than 25 layer option with coarse 
layers in rear: Improvement at all energies, with up to  
~40% for TeV photons
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Optimisation of Calorimeter Layout: HCAL

• Jet energy resolution as a function of the number of 
layers (keeping calorimeter thickness constant): high 
sampling beneficial! (performed in ILD context)

C
LIC

dp-N
ote-2017-001

mailto:fsimon@mpp.mpg.de


CLICdp Advisory Board, April 2018 - Frank Simon (fsimon@mpp.mpg.de) !17

Optimisation of Calorimeter Layout: HCAL

• Jet energy resolution as a function of the number of 
layers (keeping calorimeter thickness constant): high 
sampling beneficial! (performed in ILD context)
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• Cell size optimisation with software compensation 
(separate training for each data point, binning 
range not optimal for low energies and small cells)

30 x 30 mm2
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HCAL Absorber Material

• Tungsten was thoroughly scrutinized as a possible absorber material for the barrel HCAL 

• More compact: HCAL thickness reduced by 40 cm - reduced radius of solenoid: cost savings of ~ 40 MCHF 

• However: Substantially more expensive material (extra costs of ~ 80 MCHF)
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HCAL Absorber Material

• Tungsten was thoroughly scrutinized as a possible absorber material for the barrel HCAL 

• More compact: HCAL thickness reduced by 40 cm - reduced radius of solenoid: cost savings of ~ 40 MCHF 

• However: Substantially more expensive material (extra costs of ~ 80 MCHF)

• Studied physics impact of absorber in extensive test beam program with 
CALICE W-AHCAL

2015 JINST 10 P12006
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Figure 14. Average visible energy as a function of the available energy (left) and energy resolution (right)
for p+ induced showers. For the energy resolution, data points from the corresponding PS data analysis [12]
are shown. The black lines indicate fits to the data points. The data are compared to selected Geant4 physics
lists. The bands show the overall uncertainties.

noise in the full calorimeter volume. The resulting parameters of the p+ energy resolution fits for
all data sets are listed in table 7. The stochastic term found for both physics lists underestimates
the value found in data. The fit results of the stochastic term for the experimental data are slightly
lower than those found in the corresponding PS data analysis [12]. This is due to the fact that for
the PS study, the �E/hEvisi was estimated using the standard deviation and the mean of the energy
sum distribution. These are more a�ected by the tails of the distribution than the parameters of
the Gaussian fit functions which are used here for both PS and SPS data. The energy resolution fit
results of the W-AHCAL agree with the corresponding fit for Fe-AHCAL combined with a steel
tail catcher of in total 12 �I obtained with beam momenta from 10 GeV to 80 GeV, with a stochastic
term of approximately 58% [24].

8.1.2 Spatial development

In order to assess the accuracy of the simulation of the spatial development of hadronic showers, we
compare, for data and simulation results, the shower development along the z-axis (longitudinal)
and in the xy-plane (radial).

Longitudinal shower development. The development of hadron showers along the beam direc-
tion (z-axis) is shown in longitudinal profiles, using as a reference the measured shower start. Thus
fluctuations of the shower start are disentangled from the intrinsic longitudinal shower development.
The layer in which the shower started is identified using the clustering algorithm described in [18].
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• Energy resolution of W-AHCAL and Fe-AHCAL 
without software compensation essentially 
identical: stochastic term of ~ 58%/√E 

• But: No potential for software compensation in 
W-AHCAL: ~ compensating by construction 

• Significant improvement in Fe-AHCAL with 
software compensation 

➫ Hadronic energy resolution in Steel  
~ 20% - 25% better than in Tungsten
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HCAL Absorber Material

• A critical issue in tungsten (in particular when combined 
with scintillator): Delayed signals from neutrons
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• Measured with a dedicated scintillator-based timing 
detector (T3B) behind W-AHCAL (very limited coverage) 

➫ Substantially more pronounced late shower activity in W, 
with ~ x5 more detector hits at times > 50 ns 

➫ Tungsten requires a longer integration time in HCAL:  
100 ns vs 10 ns in Steel, larger impact of background
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HCAL Absorber Material

• A critical issue in tungsten (in particular when combined 
with scintillator): Delayed signals from neutrons
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CALICE T3B

• Measured with a dedicated scintillator-based timing 
detector (T3B) behind W-AHCAL (very limited coverage) 

➫ Substantially more pronounced late shower activity in W, 
with ~ x5 more detector hits at times > 50 ns 

➫ Tungsten requires a longer integration time in HCAL:  
100 ns vs 10 ns in Steel, larger impact of background

• PFA simulation studies indicate roughly equal performance 
(within ± 7%) for W and Fe w/o background and w/o software 
compensation, with a slight advantage (up to 7%) for Fe when 
using HP physics lists 
(W resolution highly physics-list dependent, Fe stable) 

• With background Fe is better in all scenarios
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HCAL Absorber Material

• A critical issue in tungsten (in particular when combined 
with scintillator): Delayed signals from neutrons
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CALICE T3B

• Measured with a dedicated scintillator-based timing 
detector (T3B) behind W-AHCAL (very limited coverage) 

➫ Substantially more pronounced late shower activity in W, 
with ~ x5 more detector hits at times > 50 ns 

➫ Tungsten requires a longer integration time in HCAL:  
100 ns vs 10 ns in Steel, larger impact of background

• PFA simulation studies indicate roughly equal performance 
(within ± 7%) for W and Fe w/o background and w/o software 
compensation, with a slight advantage (up to 7%) for Fe when 
using HP physics lists 
(W resolution highly physics-list dependent, Fe stable) 

• With background Fe is better in all scenarios

➫ Overall, the disadvantages of W outweigh the advantages: Use Stainless Steel as absorber
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Summary

• Calorimetry for CLIC is very well developed and understood - based on technical 
developments by CALICE and, recently, also CMS 

• The technological concepts for sensors, electronics and mechanics used in CLICdet are demonstrated 
by large prototypes in test beams 

• CLICdet uses highly granular calorimeter systems: 

• A 40 layer Silicon-Tungsten ECAL optimised for jet energy and photon resolution over a wide energy 
range up to the TeV region 

• A 60 layer Stainless Steel - Plastic Scintillator/ SiPM HCAL optimised for jet energy resolution and 
performance in the CLIC background environment 

• Reconstruction techniques developed and demonstrated on test beam data, such as software 
compensation, are implemented in the full CLIC detector simulations
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Extras
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