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Ultra-relativistic Quantum 
Molecular Dynamics (UrQMD)	

Hadron cascade (standard mode) 
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•  Based on the propagation of hadrons 
•  Rescattering among hadrons is fully included 
•  String excitation/decay (LUND picture/PYTHIA) at 

higher energies 
•  Provides a solution of the relativistic Boltzmann eq.: 

 
 
 
The collision term C includes more than 100 hadrons 
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namic results depend strongly on the initial and final
state prescription that is applied in the specific calcula-
tion.

To get a more consistent picture of the whole dynam-
ics of heavy ion reactions various so called microscopic
plus macroscopic (micro+macro) hybrid approaches have
been launched during the last decade. Most notewor-
thy in this respect are the pioneering studies related to
a coupling between UrQMD (Ultra-relativistic Quantum
Molecular Dynamics) and hydrodynamics (a detailed sys-
tematic investigation of this coupling procedure can be
found in the following references [25, 29, 30, 31, 32, 33,
34, 35]).

Other approaches in the same spirit are, e.g., the NEX-
SpheRIO approach that uses initial conditions calculated
in a non-equilibrium model (NEXUS) followed by an
ideal hydrodynamic evolution [36, 37, 38, 39, 40, 41, 42]
or a hybrid approach by Toneev et al. which uses QGSM
initial conditions followed by a three-dimensional hy-
drodynamic evolution [43]. In this way event-by-event
fluctuations are taken into account and the calculation
mimics more realistically the experimental case. For the
freeze-out NEXspheRIO employs a continuous emission
scenario or a standard Cooper-Frye calculation. Other
groups, e.g., Teaney et al. [44], Hirano et al. [45, 46],
Bass/Nonaka [25], are using smooth Glauber or Color
Glass Condensate initial conditions followed by a full two-
or three-dimensional hydrodynamic evolution and calcu-
late the freeze-out by a subsequent hadronic cascade.
The separation of chemical and kinetic freeze-out and
final state interactions like resonance decays and rescat-
terings are taken into account. There are two major con-
clusions from these previous studies: The treatment of
the initial state fluctuations and the final decoupling is
of major importance for a sound interpretation of the
experimental data.

Unfortunately, all presently existing micro+macro ap-
proaches rely on a complete separation of the three main
ingredients (initial conditions, hydrodynamic evolution,
transport calculation). Thus, it is impossible to com-
pare the evolution of the system between hydrodynamics
and transport simulation directly and from the same ini-
tial conditions. This may provide essential new insights
into the role of viscosity and local equilibration. In addi-
tion, the usual separation of the program code does not
allow for a dynamical coupling between hydrodynamics
and transport calculation, which would be desirable to
consistently solve the freeze-out puzzle [47, 48, 49, 50].

To overcome these restrictions, we go forward and
build a transport approach with an embedded three-
dimensional ideal relativistic one fluid evolution for the
hot and dense stage of the reaction. This allows to re-
duce the parameters for the initial conditions and the
freeze-out prescription. The aim is to compare calcula-
tions with different EoS within the same framework. It
will be possible to extract the effect of changes in the
EoS, e.g., a phase transition from hadronic matter to the
QGP, on observables.

In this paper we describe the specific micro+macro
hybrid approach that embeds a hydrodynamic phase in
the UrQMD approach. First we explain the initial con-
ditions, then introduce the basics of the hydrodynamic
evolution including the hadron gas EoS and the transport
calculation and illustrate how the freeze-out is treated.
In the second part, the sensitivity of the results on the pa-
rameters are tested and the time evolution of the baryon
density and the particle numbers are compared. Results
on particle multiplicities and rapidity as well as trans-
verse mass spectra are presented in the third part.

At present we have calculated results imposing a
hadron gas EoS to provide a baseline calculation to
disentangle the effects of the different assumptions for
the underlying dynamics in a transport vs. hydrody-
namic calculation. The purely hadronic calculations can
be compared in the broad energy regime from Elab =
2−160A GeV where a vast amount of experimental data
from BNL-AGS and CERN-SPS exists and which will
be explored in more detailed energy scans by the FAIR
project near GSI and the critRHIC program. Studies
employing different EoS are delayed to future work to
concentrate on effects of the underlying dynamics first.

II. GENERAL ASPECTS

The modelling of the dynamical evolution of heavy ion
reactions is essential to gain further insights about the
properties of the newly produced hot and dense QCD
matter. Transport theory aims at the description of all
stages of the collision on the basis of an effective solution
of the relativistic Boltzmann equation [51]

pµ · ∂µfi(x
ν , pν) = Ci . (1)

This equation describes the time evolution of the dis-
tribution functions for particle species i and includes the
full collision term on the right hand side. The interaction
with external potentials leads to an additional term on
the left hand side. The influence of potentials gets small
at higher energies compared to the energy that is trans-
ferred by collisions. Therefore, they are dropped in Eqn.
1 and are not further discussed here. Usually, the colli-
sion kernel is truncated on the level of binary collisions
and 2 → n processes to keep the calculation numerically
tractable. This microscopic approach has the advantage
that it is applicable to non-equilibrium situations and the
full phase space information is available at all stages of
the heavy ion reaction. The restriction to binary colli-
sions assumes large mean free paths of the particles. Be-
tween interactions the particle trajectories are given by
straight line trajectories and particles are assumed to be
in asymptotic states between the collisions (no “memory
effect”).

This assumption might not be justified in the hot and
very dense stage of heavy ion collisions anymore. In this
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List of included 
particles in the 
hadron cascade	

nucleon � ⇥ ⌅ ⇤ ⇧
N938 �1232 ⇥1116 ⌅1192 ⇤1317 ⇧1672

N1440 �1600 ⇥1405 ⌅1385 ⇤1530

N1520 �1620 ⇥1520 ⌅1660 ⇤1690

N1535 �1700 ⇥1600 ⌅1670 ⇤1820

N1650 �1900 ⇥1670 ⌅1775 ⇤1950

N1675 �1905 ⇥1690 ⌅1790 ⇤2025

N1680 �1910 ⇥1800 ⌅1915

N1700 �1920 ⇥1810 ⌅1940

N1710 �1930 ⇥1820 ⌅2030

N1720 �1950 ⇥1830

N1900 ⇥1890

N1990 ⇥2100

N2080 ⇥2110

N2190

N2200

N2250

The model - UrQMD

•  Binary interactions 

between all 

implemented particles 

are treated 

•  Cross sections are taken 
from data or models 

•  Resonances are 

implemented in Breit-

Wigner form 

•  No in-medium 

modifications 
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Baryon-baryon scaKering 
cross section	
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•  Phase space x matrix 
element: 
 
 

•  Matrix element is fitted 
to data for groups of 
resonance channels 

•  Detailed balance is 
fulfilled for the inverse 
reaction: 

saturation. In addition, Yukawa and Coulomb potentials are implemented in the model.
The potentials allow to calculate the equation of state of the interacting many body system,
as long as it is dominated by nucleons. Note that these potential interactions are only used
in the model for baryons/nucleons with relative momenta ∆p of less than 2 GeV/c. For the
hadronic collisions discussed here, the potential interactions are omitted. Further details of
the application of the UrQMD model to heavy-ion reactions may be found in [5].

This framework allows to bridge with one concise model the entire available range of
energies from the SIS energy region (

√
s ≈ 2 GeV) to the RHIC energy (

√
s = 200 GeV).

At the highest energies, a huge number of different particle species can be produced. The
model should allow for subsequent rescatterings. The collision term in the UrQMD model
includes more than fifty baryon species and five meson nonetts (45 mesons). The baryons
and baryon resonances included in the UrQMD are listed in Table I. In addition, their an-
tiparticles have been implemented using charge-conjugation to assure full baryon-antibaryon
symmetry. Figures 1 and 2 depict the implemented meson multiplets: pseudo-scalar, vector,
scalar, pseudo-vector and (not shown in the Figs.) the tensor mesons as well as the heavy
vector meson resonances ρ(1450), ρ(1700), ω(1420), and ω(1600). Extremely heavy meson
resonances (m > 2 GeV) are not explicitly implemented, however they may be important
when investigating, e.g. the dynamics of ΦΦ correlations in future experiments.

All particles can be produced in hadron-hadron collisions and can interact further with
each other. The different decay channels all nucleon-, ∆- and hyperon-resonances up to
2.25 GeV/c2 mass as well as the meson (e.g. K∗) decays etc. are implemented. At higher
energies we take advantage of the hadron universality and use a string model for the decay of
intermediate states. The cross-sections of various hadronic processes as well as the formation
and fragmentation of the strings are discussed in the subsequent chapters.

III. CROSS-SECTIONS

A basic input into the microscopic transport models are the particle species and -energy
dependent cross-sections of hadron-hadron interactions. The total cross-sections are inter-

preted geometrically. A collision between two hadrons will occur if d <
√

σtot/π, where d and
σtot are the impact parameter of the hadrons and the total cross-section of the two hadrons,
respectively. In the UrQMD model the total cross-section σtot depends on the isospins of
colliding particles, their flavor and the c.m. energy. However, partial cross-sections are
then used to calculate the relative weights for the different channels. Only a small frac-
tion of all possible hadronic cross-sections has been measured. In the following sections, we
compare the UrQMD cross-sections with experimental data. If no data are available, the
additive quark model and detailed balance arguments are used to extrapolate such unknown
observables.

A. Baryon-Baryon Cross-Sections

The total BB cross-section of the reaction A + C → D + E has the general form

σBB
tot (
√

s) ∝ (2SD + 1)(2SE + 1)
⟨pD,E⟩
⟨pA,C⟩

1

s
|M|2 , (3)
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particles with respect to the axes of the incoming momenta in the CMS system. However,
a fitting of the angular distributions to experimental data may conflict with the basic as-
sumption of transport theories that the multiple scattering processes can be considered to
be of Markovian type, i.e. after each scattering process or resonance formation the outgoing
particles completely forget about their entrance channels. In the case of a spin 0 resonance
there is no preferred direction for the emission of the final particles, while for spin 1 (and
other) the different magnetic quantum numbers are statistically occupied, so that also in
these cases there is no preferred angle of emission1.

All produced particles are able to rescatter within the nuclear medium, therefore the
excitation of resonances by the annihilation of mesons on baryons included as depicted in
Fig. 7 for the reaction π+ + p→ ∆++(∗).

Also the π− + p channel (Fig. 8) shows a rich structure of baryon resonances. The total
meson-baryon cross section is given by formula 4. There, the total and partial decay widths
also define the inverse reaction, i.e. the different decay-channels of the respective resonance.
Thus, the principle of detailed balance is applied. Based on this principle we calculate
all resonance formation cross sections from the measured decay properties of the possible
resonances up to c.m. energies of 2.25 GeV/c2 for baryon resonance and 1.7 GeV/c2 in the
case of MM and MB reactions. Above this energy collisions are modeled by the formation
of s-channel string or, at higher energies (beginning at

√
s = 3 GeV), by one/two t-channel

strings. In the strangeness channel elastic collisions are possible for those meson-baryon
combinations which are not able to form a resonance, while the creation of t-channel strings
is always possible at sufficiently large energies (c.f. Fig. 9 for the formation of hyperon
resonances and Fig. 10 for the non-resonant channel). At high collision energies both cross
section become equal due to quark counting rules.

In more general terms, the principle of detailed balance can be derived by assuming time-
reversal invariance of the interaction Hamiltonian and can be formulated in the following
way:

σ(y → x) p2
y gy = σ(x→ y) p2

x gx , (25)

with p⃗ denoting the c.m.-momenta of the particles and g being the spin-isospin degeneracy
factors. Thus, if the cross section of the reaction x→ y is known, the back reaction y → x
can be easily obtained. This principle is in UrQMD widely applied for the calculation of
baryon-resonance absorption cross sections, such as ∆(1232) + N → N + N . For a detailed
discussion of the application of the principle of detailed balance to resonance absorption and√

s-dependent decay widths we refer to [5].
As was mentioned above, not only baryon-baryon and meson-baryon collisions have to be

included in the proposed scheme. At high energies and in massive AA systems meson-meson
collisions may dominate the multiple production of secondaries. Unfortunately, there are
only few channels for which the experimental information exists, like the process of π+π−

scattering (Fig. 11), which is fairly described by the UrQMD model.

1For a detailed discussion of the influence of non-markovian processes in the transport theory of
heavy ion collisions we refer the reader to Refs. [33,34].
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Meson-baryon scaKering 
cross section (resonances)	
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baryon annihilates an antiquark from the incoming meson. Below 2.2 GeV c.m. energy
intermediate resonance states get excited. The total cross-section of these reactions are
given by the expression:

σMB
tot (
√

s) =
∑

R=∆,N∗

⟨jB, mB, jM , mM∥JR, MR⟩
2SR + 1

(2SB + 1)(2SM + 1)

×
π

p2
cm

ΓR→MBΓtot

(MR −
√

s)2 + Γ2
tot/4

, (4)

which depends on the total decay width Γtot, on the partial decay width ΓR→MB and on
the c.m. energy

√
s. At higher energies the quark-antiquark annihilation processes become

less important. There, t-channel excitations of the hadrons dominate, where the exchange
of mesons and Pomeron exchange determines the total cross-section of the MB interaction
[17].

Figures 7 and 8 show the cross-section of pion-proton reactions at different energies.
In Fig. 7 (π+ + p) one probes predominantly the creation of the ∆++ (∆∗++) resonance.
Note that the low energy s-wave πp scattering is not included into the UrQMD fit. The
resonance peak at p = 1.5 GeV/c is from the ∆(1900 − 1950) resonances. In comparison
Fig. 8 (π− + p) depicts many strong uncharged non-strange baryon resonances, e.g. the
∆0(1232), ∆0∗(1620), . . . , N∗(1535), etc. The total cross-section in the intermediate energy
regime is therefore the sum of the individual excitation modes of baryon resonances, the
s-wave at lower energies is left out.

Let us now investigate collisions of strange mesons with baryons. For q̄s mesons strange
s-channel resonances can be formed on non-strange baryons due to the annihilation of the
q̄-quark. A comparison of these processes from UrQMD with the experimental data is shown
in Fig. 9. The formation of hyperon resonances is clearly visible at lower energies, while
the universal t-channel reaction dominates the high energy tail. Fig. 10 shows the cross-
section of K+-mesons (us̄) on protons. In this case, the formation of resonances is forbidden,
since the s̄-quark cannot be annihilated by non-strange baryons (For strange baryons the
formation of resonances is still possible). Here we use only the elastic channel and the t-
channel excitation of both particles. The cross section at very high energies is given by the
CERN-HERA parametrization as shown in Table II.

C. Meson-Meson Cross Sections

Due to the fact that the experimental preparation of meson beams and targets is re-
stricted to π’s and K’s, only very little is known about MM collisions in general. For the
description of heavy ion collisions the importance of this channel increases with energy: at
1 A GeV beam energy we find that the production of new hadrons (mostly pions) is only
a ten percent effect. At AGS energies (10 A GeV) the amount of mesons roughly equals
the number of incoming nucleons. Going on to the SPS (160 A GeV) the picture changes
drastically: The produced particles dominate the reactions, while the incoming nucleons
have dropped to a 15% admixture in particle density and multiplicity [18].

To describe the total meson-meson reaction cross-sections, we make use of the additive
quark model (see below) and the principle of detailed balance, which assumes the reversibility
of the particle interactions.

7

resonance mass width Nγ Nπ Nη Nω Nϱ Nππ ∆1232π N∗

1440π ΛK

N∗

1440 1.440 200 0.70 0.05 0.25

N∗

1520 1.520 125 0.60 0.15 0.25

N∗

1535 1.535 150 0.001 0.55 0.35 0.05 0.05

N∗

1650 1.650 150 0.65 0.05 0.05 0.10 0.05 0.10

N∗

1675 1.675 140 0.45 0.55

N∗

1680 1.680 120 0.65 0.20 0.15

N∗

1700 1.700 100 0.10 0.05 0.05 0.45 0.35

N∗

1710 1.710 110 0.15 0.20 0.05 0.20 0.20 0.10 0.10

N∗

1720 1.720 150 0.15 0.25 0.45 0.10 0.05

N∗

1900 1.870 500 0.35 0.55 0.05 0.05

N∗

1990 1.990 550 0.05 0.15 0.25 0.30 0.15 0.10

N∗

2080 2.040 250 0.60 0.05 0.25 0.05 0.05

N∗

2190 2.190 550 0.35 0.30 0.15 0.15 0.05

N∗

2220 2.220 550 0.35 0.25 0.20 0.20

N∗

2250 2.250 470 0.30 0.25 0.20 0.20 0.05

∆1232 1.232 115. 0.01 1.00

∆∗

1600 1.700 200 0.15 0.55 0.30

∆∗

1620 1.675 180 0.25 0.60 0.15

∆∗

1700 1.750 300 0.20 0.10 0.55 0.15

∆∗

1900 1.850 240 0.30 0.15 0.30 0.25

∆∗

1905 1.880 280 0.20 0.60 0.10 0.10

∆∗

1910 1.900 250 0.35 0.40 0.15 0.10

∆∗

1920 1.920 150 0.15 0.30 0.30 0.25

∆∗

1930 1.930 250 0.20 0.25 0.25 0.30

∆∗

1950 1.950 250 0.01 0.45 0.15 0.20 0.20

Table 3.4: Masses, widths and branching ratios for non-strange baryon-resonances in UrQMD. Masses
are given in GeV and the widths in MeV. All parameters are within the range given by the Review of
Particle Properties [125] and have been tuned to exclusive particle production channels.

Figure 3.6 shows the total and partial decay-widths of the N∗1535 resonance as a function of its mass.
This resonance is particularly interesting since it dominates the production of the η meson at SIS-energies.
The grey-shaded area represents the experimental uncertainty of the full width at the resonance pole
[125]. The opening of the Nη decay-channel at its threshold energy is clearly visible. Figure 3.7 shows
the respective probabilities for the different decay channels. Here, the grey-shaded area depicts the Breit-
Wigner mass-distribution of the N∗1535 resonance. Obviously the resonance can also be easily populated
below the η production threshold – due to limited phase-space in a heavy-ion reaction the integrated
decay-probability of a N∗1535 into a nucleon and an η meson may lie well below the free branching ratio
given in the Review of Particle Properties [125].

Unfortunately, equation (3.38) cannot be easily extended to include three- or four-body decay channels.
In order to treat all decay channels on an equal footing in UrQMD, the outgoing particles of a three- or
four-body decay are combined into two “effective” particles which are used to compute the respective
partial decay-widths. N -body phase-space, however, is treated explicitly.

All resonances decay isotropically in their rest frame. For a two-particle exit channel the momenta are
given by equation (3.30). If a resonance is among the outgoing particles, its mass must first be determined
according to a Breit-Wigner mass-distribution. If the exit channel contains three or four particles, then
the respective N-body phase-space must be taken into account for their momenta [128].
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Meson-meson 
scaKering	

•  Meson-meson scattering 

in the resonance region is 

treated in analogy to the 

meson-baryon scattering 

•  At higher energies, also t-

channel excitation is 

taken into account 
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•  At energies above 100 GeV (CM-energy) the early 
intermediate state can not be modeled by strings 
and particles alone 

•  To take the local equilibration and the phase 
transition to a QGP into account, a hydrodynamic 
phase is introduced 

•  This is known as hybrid model (Boltzmann
+hydrodynamics), hybrid models have become 
the standard at RHIC and LHC energies 

Ultra-relativistic Quantum 
Molecular Dynamics (UrQMD)	

Hybrid mode calculations (RHIC and LHC energies) 

Marcus Bleicher, CERN 10/2018 

Petersen, Bleicher, et al, Phys.Rev. C78 (2008) 044901   	



Hybrid model	
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•  Initial State:  

o   Initialization of two nuclei 
o   Non-equilibrium hadron-string dynamics 
o   Initial state fluctuations are included naturally 

•  3+1d Hydro +EoS: 

o   SHASTA ideal relativistic fluid dynamics 
o   Net baryon density is explicitly propagated 
o   Equation of state at finit μB 

•  Final State:  

o   Hypersurface at constant energy density 
o   Hadronic rescattering and resonance decays 

within UrQMD 
H.Petersen, et al, PRC78 (2008) 044901 
P. Huovinen, H. P. EPJ A48 (2012) 171 
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Hybrid model details: Initial State	

•  Contracted nuclei have 
passed through each other 

 
 

o  Energy is deposited 
o  Baryon currents have 

separated  
•  Energy-, momentum- and 

baryon number densities are 
mapped onto the hydro grid 

•  Event-by-event fluctuations are 
taken into account 

•  Spectators are propagated 
separately in the cascade  

(J.Steinheimer et al., PRC 77,034901,2008) 

(nucl-th/0607018, nucl-th/0511021)  

Elab=40 AGeV 
b=0 fm 
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Hybrid model details: Equations of State	

Ideal relativistic one fluid dynamics:   
     and 
o  HG: Hadron gas including the same degrees of freedom as in 

UrQMD (all hadrons with masses up to 2.2 GeV) 
o  CH: Chiral EoS from quark-meson model with first order transition 

and critical endpoint (most realistic) 
o  BM: Bag Model EoS with a strong first order phase transition 

between QGP and hadronic phase 
 D. Rischke et al.,  

NPA 595, 346, 1995, 

D. Zschiesche et al.,  
PLB 547, 7, 2002 

Papazoglou et al.,  
PRC 59, 411, 1999 

J. Steinheimer, et al.,  
J. Phys. G38 (2011) 035001 

 



Hadronization and Cooper-Frye	
Experiments observe finite number of hadrons in detectors 

Hadronization controlled by the equation of state 

Sampling of particles according to Cooper-Frye should: 
-Respect conservation laws, maybe even locally? 
-Introduces fluctuations on its own 

 

 

Sophisticated 3D hypersurface finder to resolve interesting structures in event-by-event simulations 
Petersen, Huovinen, arXiv:1206.3371 	

Marcus Bleicher, CERN 10/2018 

Cooper-Frye hyper-surface at transition 	
from hydro to transport	
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1x 10-23 s 	 10 x 10-23 s 	 30 x 10-23 s 	

Hybrid approaches are very successful for the 
description of the dynamics	

Nuclei at 99 %  
speed of light	

Quark Gluon Plasma	 Measurable Fragments 
in the detector	

Hadronic 
RescaKering	

Nonequilibrium 
initial state 
dynamics	

Relativistic 
Hydrodynamics	 Hadron Transport	

H. Petersen, special issue JPG, arXiv:1404.1763	

Time Evolution as modeled in UrQMD	



Comparison to low energy data (small systems)	

Proton and deuteron 

rapidity distribution for Si

+Au reactions at  

Elab=14.6 AGeV 
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Proton and deuteron 

rapidity distribution in  

p+Be, p+Au reaction at  

Elab=14.6 AGeV 

•  Baryon energy loss in line with data at low energies	
S. Sombun, M. Bleicher et al, arXiv:1805.11509 	
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FIG. 1. [Color online] Rapidity distributions of protons and
deuterons in minimum bias p+Be (left) and p+Au (right)
collisions at a beam energy of 14.6A GeV, from the UrQMD
model (lines) compared to experimental E802 data (symbols)
[? ].

ton and neutron densities, space-momentum correlations
are neglected) with the deuteron wave function. Protons
and neutrons with momenta k±�p (k being the deuteron
momentum) do then coalesce into the deuteron state with
the quantity �p being related to the deuteron wave func-
tion, given a certain spatial distribution of protons and
neutrons. Folding the deuteron wave function with the
spatial distribution of the n-p source allows then to in-
troduce a single momentum space parameter p0. If the
wave function is small compared to the source size, p0 is
inversely proportional to the source volume. Therefore it
is clear that p0 encodes also information on the emission
source in this approach and is to first order system size
(1/volume) dependent.

In previous calculations using the UrQMD hybrid ap-
proach [? ] the production of clusters was calculated
via the Cooper-Frye equation on a hyper-surface of con-
stant energy density. This approach assumes that the
deuterons are not formed by coalescence, but are emitted
as a single entity from the fireball as suggested in statis-
tical hadronization models. An alternative way is the co-
alescence approach introduced by Gyulassy, Frankel, and
Remler[? ] based on the von Neumann equation for the
n-body density. This ”Wigner function” approach follows
in spirit the original idea by Sato and Yazaki, but sug-
gests to project the Wigner-transformed wave function on
the classical phase space distribution generated from sim-
ulations, under the assumption that the classical phase
space density provides a good approximation of the (fac-
torized) n-p density matrix. The main advantage in this
approach is that one does not need to integrate the spa-
tial volume of the source into the coalescence parameter,
but uses the relative space-momentum dependent Wigner
representation of the deuteron state directly. Here one

FIG. 2. [Color online] Energy dependence of d/p and d/ p
ratios in pp collisions with |y| < 0.5 at

p
sNN = 53, 900, 2760

and 7000 GeV. The open symbols represent UrQMD model
results. The solid symbols denote the result from ISR (star)
[? ? ? ] and ALICE (circle and triangle) [? ]

.

can also easily include the space-momentum correlations
of the protons/neutrons emerging during the reaction.
The Wigner function approach has been applied very
successfully in the description of deuteron production,
see e.g. [? ? ? ? ? ].

Another well tested possibility is to use a cut-o↵ co-
alescence approach [? ], either in momentum space or
coordinate space or in full phase space. This approach is
similar to the Wigner function approach, but essentially
assumes a flat probability in coordinate space and mo-
mentum space for the coalescence probability (instead of
the deuteron wave function). One defines a maximum
relative momentum �p and/or a maximum distance �r

between the proton and the neutron to form a deuteron.
If one restricts oneself to the relative momentum cut only,
one observes a similar volume dependence of the momen-
tum space coalescence parameter as in the Sato/Yazaki
approach. As in the Wigner function approach, the inclu-
sion of a space and momentum space parameter allows to
use a volume independent set of parameters. Phase space
coalescence has been shown to work successfully and to
yield results similar to the Wigner function approach, see
e.g. [? ].

For the purpose of this work, we model deuteron forma-
tion in UrQMD via phase space coalescence at the point
of last interaction of the respective proton and neutron
in space and time. The method we use comprises the
following steps:

1. During the evolution of the system, we follow the
protons and neutrons until their individual space-
time points of last interaction.

2. For each p-n pair, the momentum and position of
proton and neutron is boosted to the 2-particle rest-
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FIG. 6. [Color online] Rapidity distributions of protons and
deuterons in Si+Au collisions at a beam energy of 14.6A GeV
with impact parameter b = 2 fm, comparing UrQMD results
(lines) to data of E802 (symbols) [? ].

FIG. 7. [Color online] Invariant yields of deuterons at pt = 0
as a function of rapidity in central (left) and minimum-bias
(right) Si+Pb collisions at a beam energy of 14.6A GeV. Data
of the E814 Experiment [? ] are shown as symbols and the
model calculations as lines.

(right) Si+Pb collisions at a beam energy of 14.6A GeV
at p

t

= 0. The lines indicate the UrQMD calculations,
the symbols denote the E814 data from Ref. [? ]. We find
that the calculated invariant yields are in good agreement
with the measured E814 data.

Moreover, we show invariant yields of deuterons as a
function of m

t

� m in central Si+Al, Si+Cu and Si+Au
collisions at a beam energy of 14.6A GeV. In Figure ??
we compare our results to data of the experiment E802
[? ]. For central collisions, the rapidity intervals re y =
0.5 to 1.5 with �y = 0.2. Each successive spectrum is
divided by 100 for better visibility. The invariant yields

FIG. 8. [Color online] Invariant yields of deuterons as a func-
tion of mt � m in central Si+Al, Si+Cu and Si+Au colli-
sions at a beam energy of 14.6A GeV. The rapidity interval
is y = 0.5 to 1.5 with �y = 0.2. Each successive spectrum is
divided by 100 for visual clarity. The symbols denote data of
the E802 collaboration [? ].
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where m

t

is the transverse mass

m

t

= (p2
t

+ m

2)1/2 , (2)

and E is the energy and p the momentum.
We find that our results are consistent with the data

from the experiment E802. The resulting invariant yields
of deuterons for the three targets and for each rapidity
interval show that the invariant yields decrease with in-
creasing rapidity until the fragmentation region.

Going up in energy, we next explore the CERN-SPS
energy regime. The NA49 experiment explored deuteron
formation in great detail at various energies and centrali-
ties. The data of the NA49 experiment will be compared
to UrQMD calculations for Pb+Pb collisions at di↵erent
energies. Figure ?? shows the deuteron multiplicity as
a function of rapidity for Pb+Pb collisions at a beam
energy of 20A GeV for di↵erent centralities. The lines
denote the UrQMD calculations and the symbols denote
the data of the NA49 collaboration [? ]. The calcula-
tions are in good agreement with the experimental data.
However, one can observe a small deviation to the exper-
imental data which is due to a stronger baryon stopping
in UrQMD as compared to the NA49 data, when going
towards more central collisions.

Figure ?? shows the deuteron multiplicity as a func-
tion of rapidity at beam energies of 20A GeV, 30A GeV,
40A GeV, 80A GeV and 158A GeV for central Pb+Pb
collisions. The lines denote the UrQMD calculations and
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FIG. 4: (Color online) Relative rapidity shift ⟨δy⟩/yp as a
function of the center-of-mass energy in relativistic heavy ion
collisions from AGS to RHIC energies [33, 34, 35, 36, 37]. The
black line represents the prediction made by UrQMD from low
AGS to LHC energies. The dotted line represents calculations
from a color glass condensate model [38].

distribution of net protons (p − p̄) in central heavy-ion
collisions as a testing ground for saturation physics and
that the valance quark parton distribution is well known
at large x, which corresponds to the forward and back-
ward rapidity region.
From these studies of the energy deposition (stopping)

and particle production, we conclude that UrQMD has a
valid basis for further extrapolations in energy and allows
us to make predictions for LHC energies.
The predictions for the charged particle pseudorapidity

distributions at LHC energies are shown in Fig 5 (a) for
inelastic minimum bias p+p collisions at 5.5, 10 and 14
TeV and for the 5% most central (⟨Npart⟩ = 383) Pb+Pb
collisions at 5.5 TeV (b) (solid line).
There are two complementary production mechanisms

at LHC energies: hard parton-parton scattering and soft
processes. Particles produced in hard scatterings are usu-
ally created in primary collisions and are centered in a
narrow region around mid-pseudorapidity (seen in dot-
ted line in Fig. 5 (b)), whereas soft produced particles
are distributed over the full pseudorapidity range (see
dashed line in Fig. 5 (b)). At LHC energies both mech-
anisms play an important role so that the pseudorapidiy
distribution of charged particles shown in Fig 5 (b) (solid
line) is the sum of both processes.
Fig. 6 (a) shows the measured number of charged par-

ticles at mid-pseudorapidity (dNch

dη |η/y=0) as a function of
√
sNN for p+p̄ (circles) [22, 25, 27] and Pb+Pb/Au+Au

(squares) [28, 29, 30, 31, 32, 39, 40] collisions [46]. It is
clearly visible that in A+A collisions Nch scales linearly
with the center-of-mass energy. The difference in scaling
with Npart between p+p̄/p+p and Pb+Pb/Au+Au colli-
sions increases with increasing center-of-mass energy. A
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FIG. 5: (Color online) Prediction of the charged multiplicity
pseudorapidity distribution for inelastic minimum bias p+p
collision from

√
sNN = 5.5 to 14 TeV (a) and Pb+Pb colli-

sions (5% most central collisions, b ≤ 3.35 fm) at 5.5 TeV
(b) collision energy from UrQMD, with PYTHIA (solid line),
without pQCD contributions (PYTHIA) (dashed line) and for
hard produced particles (dotted line) (b ≤ 3.4 fm for 5% most
central Pb+Pb collisions at 5.5 TeV).

simple approach to extrapolate the number of charged
particles in Pb+Pb collisions was suggested in [41] by
using a fit function (dNch

dη |η/y=0 = 0.5+0.39·ln(s)). It
is visible that the fit function and UrQMD agree until
top RHIC energies. At higher energies UrQMD predicts
a higher multiplicity in central Pb+Pb collisions, espe-
cially for top LHC energies as compared to the simple
extrapolation. The reason for the increasing numbers of
the multiplicity is the increase of hard collisions at LHC
energies. When not taking hard collisions into account
(see Fig. 6 (a)) by switching off PYTHIA and just allow
UrQMD to have soft particle production, UrQMD would
follow the simple linear fit function. If the LHC data fall
on the dotted line, hard collisions are either absent at
LHC or saturation effects do effectively suppress a large
part of the particle production. UrQMD not only de-
scribes the multiplicity and trend in p+p̄/p+p collisions

How well is the energy deposition described?	

Width (root-mean-square) of 

the charged particle 

rapidity distributions for p+p 

and Au+Au reactions 
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Rapidity shift of the baryons: 

•  Good description of the energy loss of leading baryons	
•  consistency with growing width of charged particle rapidity density	

M. Mitrovki, M. Bleicher et al, Phys.Rev. C79 (2009) 044901 	
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ticle pseudorapidity distributions were performed for in-
elastic minimum bias p+p collisions at SPS (17.3 GeV)
and RHIC energies to complete the overall picture (note
however, that pion distributions at SPS and RHIC are
well described by the present model [3]). Comparing
UrQMD to the measurements from the UA1 (see Fig. 1
(b)) and UA5 (see Fig. 2 (a)) the model describes the
UA1 data on a level of ≈ 20% and the UA5 data within
5% accuracy. Moving to higher energies UrQMD de-
scribes the measured peseudorapidity distribution per-
formed by P238 (see Fig. 2 (b)) at 630 GeV quite well.
Comparing UrQMD to the measurements from CDF at
630 GeV it agrees on a level of ≈ 25%. Also here, the
reader should notice the difference in the measurements
between P238 and CDF at 630 GeV. For the measure-
ments at 1.8 TeV the deviation is on the level of less than
10 %.
Moving on to nucleus-nucleus reactions, Fig. 3 shows

the dNπ−/dy and dNch/dη distribution in Pb+Pb and
Au+Au collisions for different experiments and energies
from SPS to RHIC energies. Fig. 3 (a) presents the
dN/dy distribution of negatively charged pions measured
by the NA49 collaboration [28, 29] from 6.3 to 17.3 GeV
(7% most central collisions for 6.3 - 12.3 GeV, 5% most
central collisions for 17.3 GeV) center-of-mass energy. It
is visible that UrQMD overpredicts the measurements at
mid-rapidity by≈ 5% except for the ones at 17.3 GeV col-
lision energy. Going to the higher RHIC energies (Fig. 3
(b)) we compare to the measurements from the PHOBOS
collaboration [30, 31, 32]. It is visible that the multiplic-
ity increases with collision energy from 19.6 to 200 GeV
(6% most central collisions). Furthermore the shape of
the spectra is also changing as already seen for p+p colli-
sions due to the fact that the the colliding nuclei become
increasingly transparent [23, 24]. This is reflected in the
UrQMD prediction where the shape of the spectra is also
changing with energy. UrQMD slightly (20%) overpre-
dicts the measurements around mid-pseudorapidity at
62.4 GeV and 130 GeV.
A crucial point for particle production in A+A reac-

tions is how much of the initial longitudinal motion is
transformed to particles and transverse expansion. This
is best characterized by an investigation of the energy (ra-
pidity) loss of the initial nucleons. New measurements
at SPS energies (20A - 80A GeV) [33] combined with
previously published results from AGS to RHIC ener-
gies [34, 35, 36, 37] are available to test the predictions
performed by the UrQMD model. Fig. 4 depicts the en-
ergy evolution of the relative rapidity loss of the incoming
nucleons in Au+Au/Pb+Pb reactions up to LHC ener-
gies. The net-baryon distribution (dNB−B̄/dy) is made
by using the calculated rapidity spectra for p, p̄, n, n̄,
Λ, Σ±, Σ0, Ξ−, Ξ0 and Ω− and their anti-particles re-
spectively. From the net-baryon distribution an average
rapidity shift ⟨δy⟩ can be calculated as follows:

⟨δy⟩ = yp −
2

⟨Npart⟩

∞∫
0

y
dNB−B̄

dy
dy, (1)
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FIG. 3: (Color online) Rapidity distribution of π− in Pb+Pb
collisions at SPS energies from 6.3 to 17.3 GeV (7% most
central collisions for 6.3 - 12.3 GeV, 5% most central collisions
for 17.3 GeV) measured by the NA49 collaboration [28, 29]
(a). The pseudorapidity distribution of charged particles in
Au+Au collisions (6% most central collisions, b ≤ 3.55 fm for
the data from 19.6 - 130 GeV and b ≤ 3.65 fm for the 200 GeV
dataset) at RHIC energies from 19.6 to 200 GeV performed
by the PHOBOS collaboration [30, 31, 32, 39] (b). The solid
line represent calculations from UrQMD (b ≤ 3.9 fm for 7%
most central Pb+Pb collisions from 6.3 - 12.3 GeV, b ≤ 3.4
fm for 5% most central Pb+Pb collisions at 17.3 GeV, b ≤
3.6 fm for 6% most central Au+Au collisions from 19.6 - 130
GeV and b ≤ 3.7 fm for 6% most central Au+Au collisions at
200 GeV).

where yp is the projectile rapidity and ⟨Npart⟩ the num-
ber of participating nucleons. It is clearly visible in the
data that ⟨δy⟩ /yp decreases from ≈ 0.6 at AGS energies
to 0.4 at top RHIC energies which indicates that the rela-
tive baryon stopping is slightly weaker at RHIC energies
as compared to lower AGS and SPS energies. The same
trend is also observed in UrQMD [45] (black line in Fig. 4)
where the absolute stopping follows the trend going from
AGS to LHC energies. Another approach is also shown in
Fig. 4 from a color glass condensate model [38] (dotted
line). In this model the authors are using the rapidity
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FIG. 6: (Color online) The energy dependence of the num-
ber of charged particles ( dNch

dη
) at mid-pseudorapidity for p+p̄

(circles) and Pb+Pb/Au+Au (squares) collisions divided by
Npart (a). RMS width of the pseudorapidity rapidity distribu-
tions as a function of the center-of-mass energy (b). The black
solid line represents calculations from UrQMD for p+p̄/p+p
and the red solid line for Pb+Pb/Au+Au collisions respec-
tively.

(dashed line) but also in Pb+Pb/Au+Au collision (solid
line). Furthermore in UrQMD, if going to LHC ener-
gies, the difference between p+p and Pb+Pb collisions
becomes larger.

The RMS-width [47] is calculated by fitting the mea-
sured pseudorapidity distribution of charged particles
from UA1, UA5, P238 and CDF experiments for p+p̄
NA50 and PHOBOS for Pb+Pb/AuAu collisions by a
double Gaussian [48] (see Fig. 6 (b)). An increase of
the RMS-width is observed for p+p̄ and Pb+Pb/Au+Au
collisions with the center-of-mass energy. The depen-
dence is linear for p+p̄ and Pb+Pb/Au+Au collisions.
In the data, no difference between the RMS-width in
p+p̄ and Pb+Pb/Au+Au is visible. UrQMD shows a
slight difference between the RMS-width for p+p̄ and
Pb+Pb/Au+Au collisions.
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FIG. 7: (Color online) Comparison of the predicted pseudo-
rapidity distribution of charged particles (a) and the charged
particle multiplicity at mid-pseudorapidity (b) from UrQMD
and predictions from various other models [41].

To have an overall picture how the presented predic-
tion of UrQMD compares to other approaches Fig. 7 de-
picts the compiled results from other model predictions.
Fig. 7 (a) shows the predicted pseudorapidity distribu-
tions of charged particles from various models [41] in
comparison to UrQMD. It is visible that all transport
models (hadronic/partonic), including UrQMD, can be
put together in one group by predicting a similar shape
and multiplicity. The second group are saturation mod-
els which in general predict a lower multiplicity (also seen
in [42]). This is also visible in Fig. 7 (b) where the energy
dependence of predicted charged particle multiplicity at
mid-pseudorapidity is shown. At first glance it seems
that the data would follow more the trend of a straight
line but the major part of the models including UrQMD

(η width)	
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ticle pseudorapidity distributions were performed for in-
elastic minimum bias p+p collisions at SPS (17.3 GeV)
and RHIC energies to complete the overall picture (note
however, that pion distributions at SPS and RHIC are
well described by the present model [3]). Comparing
UrQMD to the measurements from the UA1 (see Fig. 1
(b)) and UA5 (see Fig. 2 (a)) the model describes the
UA1 data on a level of ≈ 20% and the UA5 data within
5% accuracy. Moving to higher energies UrQMD de-
scribes the measured peseudorapidity distribution per-
formed by P238 (see Fig. 2 (b)) at 630 GeV quite well.
Comparing UrQMD to the measurements from CDF at
630 GeV it agrees on a level of ≈ 25%. Also here, the
reader should notice the difference in the measurements
between P238 and CDF at 630 GeV. For the measure-
ments at 1.8 TeV the deviation is on the level of less than
10 %.
Moving on to nucleus-nucleus reactions, Fig. 3 shows

the dNπ−/dy and dNch/dη distribution in Pb+Pb and
Au+Au collisions for different experiments and energies
from SPS to RHIC energies. Fig. 3 (a) presents the
dN/dy distribution of negatively charged pions measured
by the NA49 collaboration [28, 29] from 6.3 to 17.3 GeV
(7% most central collisions for 6.3 - 12.3 GeV, 5% most
central collisions for 17.3 GeV) center-of-mass energy. It
is visible that UrQMD overpredicts the measurements at
mid-rapidity by≈ 5% except for the ones at 17.3 GeV col-
lision energy. Going to the higher RHIC energies (Fig. 3
(b)) we compare to the measurements from the PHOBOS
collaboration [30, 31, 32]. It is visible that the multiplic-
ity increases with collision energy from 19.6 to 200 GeV
(6% most central collisions). Furthermore the shape of
the spectra is also changing as already seen for p+p colli-
sions due to the fact that the the colliding nuclei become
increasingly transparent [23, 24]. This is reflected in the
UrQMD prediction where the shape of the spectra is also
changing with energy. UrQMD slightly (20%) overpre-
dicts the measurements around mid-pseudorapidity at
62.4 GeV and 130 GeV.
A crucial point for particle production in A+A reac-

tions is how much of the initial longitudinal motion is
transformed to particles and transverse expansion. This
is best characterized by an investigation of the energy (ra-
pidity) loss of the initial nucleons. New measurements
at SPS energies (20A - 80A GeV) [33] combined with
previously published results from AGS to RHIC ener-
gies [34, 35, 36, 37] are available to test the predictions
performed by the UrQMD model. Fig. 4 depicts the en-
ergy evolution of the relative rapidity loss of the incoming
nucleons in Au+Au/Pb+Pb reactions up to LHC ener-
gies. The net-baryon distribution (dNB−B̄/dy) is made
by using the calculated rapidity spectra for p, p̄, n, n̄,
Λ, Σ±, Σ0, Ξ−, Ξ0 and Ω− and their anti-particles re-
spectively. From the net-baryon distribution an average
rapidity shift ⟨δy⟩ can be calculated as follows:

⟨δy⟩ = yp −
2

⟨Npart⟩
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FIG. 3: (Color online) Rapidity distribution of π− in Pb+Pb
collisions at SPS energies from 6.3 to 17.3 GeV (7% most
central collisions for 6.3 - 12.3 GeV, 5% most central collisions
for 17.3 GeV) measured by the NA49 collaboration [28, 29]
(a). The pseudorapidity distribution of charged particles in
Au+Au collisions (6% most central collisions, b ≤ 3.55 fm for
the data from 19.6 - 130 GeV and b ≤ 3.65 fm for the 200 GeV
dataset) at RHIC energies from 19.6 to 200 GeV performed
by the PHOBOS collaboration [30, 31, 32, 39] (b). The solid
line represent calculations from UrQMD (b ≤ 3.9 fm for 7%
most central Pb+Pb collisions from 6.3 - 12.3 GeV, b ≤ 3.4
fm for 5% most central Pb+Pb collisions at 17.3 GeV, b ≤
3.6 fm for 6% most central Au+Au collisions from 19.6 - 130
GeV and b ≤ 3.7 fm for 6% most central Au+Au collisions at
200 GeV).

where yp is the projectile rapidity and ⟨Npart⟩ the num-
ber of participating nucleons. It is clearly visible in the
data that ⟨δy⟩ /yp decreases from ≈ 0.6 at AGS energies
to 0.4 at top RHIC energies which indicates that the rela-
tive baryon stopping is slightly weaker at RHIC energies
as compared to lower AGS and SPS energies. The same
trend is also observed in UrQMD [45] (black line in Fig. 4)
where the absolute stopping follows the trend going from
AGS to LHC energies. Another approach is also shown in
Fig. 4 from a color glass condensate model [38] (dotted
line). In this model the authors are using the rapidity
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ticle pseudorapidity distributions were performed for in-
elastic minimum bias p+p collisions at SPS (17.3 GeV)
and RHIC energies to complete the overall picture (note
however, that pion distributions at SPS and RHIC are
well described by the present model [3]). Comparing
UrQMD to the measurements from the UA1 (see Fig. 1
(b)) and UA5 (see Fig. 2 (a)) the model describes the
UA1 data on a level of ≈ 20% and the UA5 data within
5% accuracy. Moving to higher energies UrQMD de-
scribes the measured peseudorapidity distribution per-
formed by P238 (see Fig. 2 (b)) at 630 GeV quite well.
Comparing UrQMD to the measurements from CDF at
630 GeV it agrees on a level of ≈ 25%. Also here, the
reader should notice the difference in the measurements
between P238 and CDF at 630 GeV. For the measure-
ments at 1.8 TeV the deviation is on the level of less than
10 %.
Moving on to nucleus-nucleus reactions, Fig. 3 shows

the dNπ−/dy and dNch/dη distribution in Pb+Pb and
Au+Au collisions for different experiments and energies
from SPS to RHIC energies. Fig. 3 (a) presents the
dN/dy distribution of negatively charged pions measured
by the NA49 collaboration [28, 29] from 6.3 to 17.3 GeV
(7% most central collisions for 6.3 - 12.3 GeV, 5% most
central collisions for 17.3 GeV) center-of-mass energy. It
is visible that UrQMD overpredicts the measurements at
mid-rapidity by≈ 5% except for the ones at 17.3 GeV col-
lision energy. Going to the higher RHIC energies (Fig. 3
(b)) we compare to the measurements from the PHOBOS
collaboration [30, 31, 32]. It is visible that the multiplic-
ity increases with collision energy from 19.6 to 200 GeV
(6% most central collisions). Furthermore the shape of
the spectra is also changing as already seen for p+p colli-
sions due to the fact that the the colliding nuclei become
increasingly transparent [23, 24]. This is reflected in the
UrQMD prediction where the shape of the spectra is also
changing with energy. UrQMD slightly (20%) overpre-
dicts the measurements around mid-pseudorapidity at
62.4 GeV and 130 GeV.
A crucial point for particle production in A+A reac-

tions is how much of the initial longitudinal motion is
transformed to particles and transverse expansion. This
is best characterized by an investigation of the energy (ra-
pidity) loss of the initial nucleons. New measurements
at SPS energies (20A - 80A GeV) [33] combined with
previously published results from AGS to RHIC ener-
gies [34, 35, 36, 37] are available to test the predictions
performed by the UrQMD model. Fig. 4 depicts the en-
ergy evolution of the relative rapidity loss of the incoming
nucleons in Au+Au/Pb+Pb reactions up to LHC ener-
gies. The net-baryon distribution (dNB−B̄/dy) is made
by using the calculated rapidity spectra for p, p̄, n, n̄,
Λ, Σ±, Σ0, Ξ−, Ξ0 and Ω− and their anti-particles re-
spectively. From the net-baryon distribution an average
rapidity shift ⟨δy⟩ can be calculated as follows:

⟨δy⟩ = yp −
2

⟨Npart⟩
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FIG. 3: (Color online) Rapidity distribution of π− in Pb+Pb
collisions at SPS energies from 6.3 to 17.3 GeV (7% most
central collisions for 6.3 - 12.3 GeV, 5% most central collisions
for 17.3 GeV) measured by the NA49 collaboration [28, 29]
(a). The pseudorapidity distribution of charged particles in
Au+Au collisions (6% most central collisions, b ≤ 3.55 fm for
the data from 19.6 - 130 GeV and b ≤ 3.65 fm for the 200 GeV
dataset) at RHIC energies from 19.6 to 200 GeV performed
by the PHOBOS collaboration [30, 31, 32, 39] (b). The solid
line represent calculations from UrQMD (b ≤ 3.9 fm for 7%
most central Pb+Pb collisions from 6.3 - 12.3 GeV, b ≤ 3.4
fm for 5% most central Pb+Pb collisions at 17.3 GeV, b ≤
3.6 fm for 6% most central Au+Au collisions from 19.6 - 130
GeV and b ≤ 3.7 fm for 6% most central Au+Au collisions at
200 GeV).

where yp is the projectile rapidity and ⟨Npart⟩ the num-
ber of participating nucleons. It is clearly visible in the
data that ⟨δy⟩ /yp decreases from ≈ 0.6 at AGS energies
to 0.4 at top RHIC energies which indicates that the rela-
tive baryon stopping is slightly weaker at RHIC energies
as compared to lower AGS and SPS energies. The same
trend is also observed in UrQMD [45] (black line in Fig. 4)
where the absolute stopping follows the trend going from
AGS to LHC energies. Another approach is also shown in
Fig. 4 from a color glass condensate model [38] (dotted
line). In this model the authors are using the rapidity
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•  Yields of different particle 
species are well reproduced, 
both at midrapidity and 
integrated over 4π

M. Mitrovki, M. Bleicher et al, Phys.Rev. C79 (2009) 044901 	

Left: Energy dependence of 

midrapidity particle yields in 

Au+Au/Pb+Pb reaction 
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FIG. 1: (Color online) The excitation function of π+,π−,K+,K− and Λ + Σ0 yields from 5% central (AGS energies, SPS at
160 A·GeV and at RHIC energies), 7% central (20, 30, 40 and 80 A·GeV), 10% central for Λ+Σ0 at 160 A·GeV Au+Au (AGS
and RHIC) or Pb+Pb (SPS) collisions in comparison to the experimental data from Refs. [36, 37, 38] (AGS), [9, 39, 40, 41]
(SPS) and [42, 43, 44] (RHIC) for midrapidity (left column) and rapidity integrated yields (right column). The solid lines
with open squares show the results from HSD whereas the dashed lines with open triangles and the long dashed lines with
crosses indicate the results from UrQMD 1.3 and UrQMD 2.1, respectively. The lower theoretical errorbars at RHIC energies
correspond to the yields for 10% central events.

Right: Energy dependence 

of integrated particle yields 

in Au+Au/Pb+Pb reaction 
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•  Transverse momentum 
distributions of different 
particle species are well 
reproduced as compared to 
data. 

M. Mitrovki, M. Bleicher et al, Phys.Rev. C79 (2009) 044901 	

•  Energy dependence  

(from top to bottom) of 

transverse momentum 

spectra in Au+Au/Pb+Pb 

reactions 

 

E. Bratkovskaya, M. Bleicher et al, PRC69 (2004) 054907	
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FIG. 7: (Color online) Comparison of transverse mass spectra at midrapidity from HSD (solid lines) and UrQMD 2.0 (dashed
lines) for π±,K+ and K−(×0.1) from central Au+Au (Pb+Pb) reactions at 4, 6, 8, 11, 20 A·GeV (left part) and at 30, 40, 80,
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s = 200 GeV (right part) with the data (full and open symbols) from Refs. [10, 36, 37, 42, 43, 44].
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Figure 3: Lateral distribution functions for different particle species
in number densities and vertical equivalent muon units for an incom-
ing proton of 5× 1019eV.
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Figure 4: LDF ratios of 5 × 1019eV proton induced vertical show-
ers for QGSJET01+GHEISHA and SIBYLL+G-FLUKA, the model
combinations with the largest differences. The VEM of the total sig-
nal is also shown.

we show that protons and neutrons have a negligible contribu-
tion to the total signal.
The ratio of QGSJET+GHEISHA to SIBYLL+ G-FLUKA,

together with the VEM yields, are depicted in Fig. 4. These
model combinations give the most different results. The effect
on the slope of the VEM-LDF is even bigger because at small
distances photons dominate the signal, whereas at large dis-
tances the muons give the most contribution. The sensitivity
of Auger to models is somewhat higher than for experiments
using thin plastic scintillators. The main reason is that wa-
ter tanks are more sensitive to muons, since their mean path
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Figure 5: The LDFs in VEM units, scaled to the fitted function for
QGSJET01+UrQMD.

Model C η r0[m] α

QGSJET01+GHEISHA 3.17×1010 3.05 986 0.87
QGSJET01+UrQMD 4.00 ×1010 3.10 1540 1.63
QGSJET01+G-FLUKA 3.13×1010 3.05 1126 1.34
SIBYLL+GHEISHA 4.88×1010 3.15 1036 0.96
SIBYLL+UrQMD 4.88×1010 3.15 1136 1.30
SIBYLL+G-FLUKA 4.15×1010 3.11 985 1.26

Table I: The fit parameters for function (1) for all model combina-
tions.

length through the material is much longer. Further, muons
become more dominant at large core distances, due to the flat-
ter LDF. These two facts are important when choosing the
density at a given distance as energy estimator. However, as
shown below, GHEISHA as low energy hadronic model can
be excluded from accelerator data and the differences between
the remaining two low energy models are not so large. With
a well measured LDF and a cross-calibration with the fluores-
cence method, Auger might be able to discriminate between
high energy hadronic models.
The LDFs for the different models have been fitted to the

following function

S(r) = Cr−η(1 + (r/r0)
2)−α , (1)

with C, η, r0, α being fit parameters and r being the dis-
tance to the shower axis in meter. This function is inspired
from the one used by AGASA [27]. The resulting parameters
are shown in Table I. Fig. 5 shows the LDFs in VEM units
for all model combinations, scaled by function (1), using the
parameters for QGSJET+UrQMD. One sees how at small dis-
tances, the high energy model determines the shape; at larger
distances deviations result from differences in the low energy
hadronic models.

B. Comparisons of models with data

In this section the behaviour of the different hadronic mod-
els and their influence on the LDFs is analysed. Here we focus

Marcus Bleicher, CERN 10/2018 
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FIG. 5: (Color online) Upper part: comparison of the differential cross sections for π+,π− and K0
S from pp reactions at 12

and 24 GeV/c from HSD (solid lines) and UrQMD 1.3 (=UrQMD 2.0) (dashed lines) with the data from Ref. [50]. Lower
part (left): the transverse mass spectra at midrapidity for π−,K+ and K−(×0.1) from pp reactions at a bombarding energy
160 GeV from HSD (solid lines) and UrQMD 1.3 (dashed lines). The thin lines correspond to fits of the experimental slope
parameters 163 ± 10 MeV for π−, 172 ± 17 MeV for K+ and 164 ± 16 MeV for K− from Ref. [68]. Lower part (right): the
transverse mass spectra at midrapidity for π− and K− from pp reactions at

√
s = 200 GeV from HSD (solid lines) and UrQMD

1.3 (dashed lines, multiplied by a factor 2) as well as UrQMD 2.0 (=UrQMD 2.1) (long dashed lines). The full symbols indicate
the data from the STAR Collaboration [44].

for RHIC energies where additionally jet production and
fragmentation contributes with increasing bombarding
energy.
We note in passing that when including the initial state

’Cronin effect’ (cf. Section VI) the inverse slope param-
eters T in Fig. 6 increase by less than 5% even for the
Pb-target at 450 GeV/c. At 14.6 GeV/c there is no effect
(within statistics) for all targets from Be to Au.

B. A+A reactions

We continue with nucleus-nucleus collisions and recall
that the experimental mT spectra (at midrapidity) from
central C+C and Si+Si collisions at 160 A·GeV [68] are
well described by HSD and UrQMD 1.3. This holds for
the π−, K+ as well as K− spectra (cf. Fig. 1 in Ref.
[20]).

This situation changes for central collisions of heavy
nuclei like Au+Au or Pb+Pb. In Fig. 7 we dis-
play the calculated transverse mass spectra at midra-
pidity from HSD (solid lines) and UrQMD 2.0 (dashed
lines) for π±,K+ and K−(×0.1) from central Au+Au
(Pb+Pb) reactions at 4, 6, 8, 11, 20 A·GeV (left part)
and at 30, 40, 80, 160 A·GeV and

√
s = 200 GeV (right

part) with the data (full and open symbols) from Refs.
[10, 36, 37, 42, 43, 44] 2. At the lowest energy of 4
A·GeV the agreement between the transport approaches
and the data is still acceptable, however, severe devia-
tions are visible in the K± spectra at top AGS, SPS and
RHIC energies. Note that the π± spectra are reasonably
described at all energies while the inverse slope T of the

2 Note that all data from the NA49 Collaboration at 30 A·GeV
have to be considered as ’preliminary’

Transverse momentum 

spectra in proton+proton 

collisions at various energies 

Lateral distribution functions in 
VEM, from various model 
combinations, scaled to 

QGSJET01+UrQMD 

Low energy model important 
at large distances 

H. Drescher, M. Bleicher et al, Astropart.Phys. 21 (2004) 87-94	
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Pseudo-rapidity distribution 

of charged particles in  

anti-proton+proton collision 

•  Good description of charged particle rapidity distribution for small systems	

M. Mitrovki, M. Bleicher et al, Phys.Rev. C79 (2009) 044901 	
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FIG. 1: (Color online) Pseudorapidity distribution of charged
particles in inelastic minimum bias p+p collisions from top
SPS energies to the highest RHIC energies predicted by
UrQMD (a). The pseudorapidity distribution of charged par-
ticles in inelastic minimum bias p+p̄ collisions measured by
the UA1 collaboration [22] (b). The closed symbols indicate
measured points, whereas the open points are reflected with
respect to mid-pseudorapidity. The solid line represents cal-
culations from UrQMD, in inelastic minimum bias p+p̄.

sions from 17.3 GeV at the CERN-SPS to 1.8 TeV at
Fermilab. This systematic comparison sets the founda-
tion for the following predictions for p+p and Pb+Pb
collisions at LHC energies.
Fig. 1 (a) shows the dNch/dη distribution (η being

the pseudorapidity) for charged particles in inelastic [44]
minimum bias p+p collisions from top SPS to top RHIC
energies predicted from UrQMD. Fig. 1 (b) presents mea-
surements performed by the UA1 collaboration [22] for
inelastic minimum bias p+p̄ collisions at 540 GeV. The
closed points show the measured region in η, whereas the
open points are the reflected points at η = 0. With in-
creasing energy the leading hadron effect becomes more
visible and from the gap between the humps the strength
of the stopping effect is visible. The system is becoming
more transparent at higher energies which is reflected
in the change of the pseudorapidity distribution from a
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FIG. 2: (Color online) Pseudorapidity distribution of charged
particles in inelastic minimum bias p+p̄ collisions for differ-
ent energies measured by the UA5 [25] (a), CDF [27] and
P238 [26] (b). The closed symbols indicate measured points,
whereas the open points are reflected with respect to mid-
pseudorapidity. The solid line represent calculations from
UrQMD, in inelastic minimum bias p+p̄.

Gaussian to a double Gaussian shape [23, 24]. The same
structure is also visible for the charged particle pseudora-
pidity distribution in inelastic minimum bias p+p̄ colli-
sions at

√
s = 53, 200, 546 and 900 GeV measured by the

UA5 collaboration [25] (see Fig. 2 (a)) and the P238 [26]
and CDF [27] collaboration in inelastic minimum bias
p+p̄ collisions at 630 GeV and 1.8 TeV collision energy
(see Fig. 2 (b)). A difference is observed between the
experiments P238 and CDF at 630 GeV collision energy.
At first glance it seems that a discrepancy between the
measurements of UA1 and UA5 at 540 GeV and 546 GeV
exists. However, in [22] the authors assure the reader that
both experiments agree within the error, therefore we re-
frain from discussing possible reasons for the apparent
discrepancies.
The solid lines in Figs. 1 and 2 represent calcula-

tions from UrQMD in inelastic minimum bias p+p̄ col-
lisions. Unfortunately, no measurements of charged par-
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minimum bias p+p collisions from top SPS to top RHIC
energies predicted from UrQMD. Fig. 1 (b) presents mea-
surements performed by the UA1 collaboration [22] for
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closed points show the measured region in η, whereas the
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p+p̄ collisions at 630 GeV and 1.8 TeV collision energy
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experiments P238 and CDF at 630 GeV collision energy.
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measurements of UA1 and UA5 at 540 GeV and 546 GeV
exists. However, in [22] the authors assure the reader that
both experiments agree within the error, therefore we re-
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Transverse momentum 

distribution of charged 

particle at midrapidity  

in Pb+Pb, 2.76 TeV 
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2

happens on a constant proper time hypersurface, where
the Cooper-Frye equation is applied on transverse slices
of thickness ∆z = 0.1−0.2 fm that have cooled down be-
low an energy density of 5ϵ0 ≈ 730 MeV/fm3 [36]. This
approach provides the full final phase space distributions
of the produced particles for each event and can be com-
pared to the pure transport approach by turning off the
hydrodynamic evolution which allows for a qualitative
study of viscous effects.
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FIG. 1: (Color online) Charged particle multiplicity at midra-
pidity (|η| < 0.5) as a function of the number of participants
in Pb+Pb collisions at

√
sNN = 2.76 TeV calculated in the

UrQMD transport and the hybrid approach compared to the
experimental data [1].

The first observable to look at is the charged particle
multiplicity at midrapidity. In Fig. 1 the calculation of
the centrality dependent multiplicity scaled by the num-
ber of participants (estimated in a Glauber approach) is
shown. The hadronic transport approach UrQMD pro-
vides a reasonable description of the multiplicity. For
central collisions the predictions published in [37] are
right on top of the ALICE data while with decreasing
centrality the number of charged particles is a little lower
than in the data. This fair agreement with the data hints
to the fact that the main particle production can be de-
scribed by the initial binary nucleon-nucleon interactions
treated by PYTHIA. The hydrodynamic evolution does
not affect the particle production. Since ideal hydrody-
namics implies an isentropic expansion this means that
the charged particle multiplicity is determined in the ini-
tial state and by the final resonance decays.

For the following calculations of spectra and collective
flow four different centrality classes have been chosen that
match the ones applied by the ALICE collaboration as
they are listed in the following table:
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FIG. 2: (Color online) Transverse momentum spectra of
charged particles for four different centralities calculated in
the UrQMD transport and the hybrid approach compared to
the available experimental data [2].

Centrality class Impact parameter range

0-5% b < 3 fm

5-10% b = 3− 5 fm

10-20% b = 5− 7 fm

20-40% b = 7− 10 fm

The transverse momentum spectrum for charged par-
ticles in the mentioned centrality classes are compared to
experimental data in the most central bin (see Fig. 2).
The main difference between the hybrid and the trans-
port calculation is in the slopes of the spectra. As ex-
pected the hydrodynamic evolution leads to a purely ex-
ponential pT dependence which describes the data until
pT < 3 GeV very well. At higher transverse momenta
the power law tail from hard processes becomes impor-
tant for a good agreement with the measured values. In
the range from 4 to 6 GeV the non-equilibrium descrip-
tion exemplified by the UrQMD calculation provides a
better description of the experimental data.

In Fig. 3 predictions for the transverse mass spec-
tra at midrapidity of pions, kaons and protons are pre-
sented. The pion spectra are very similar to the charged
particle spectra since they represent the major fraction
of the newly produced particles in the collision. Kaons
are strange mesons and protons are chosen because they
have a higher mass and are baryonic degrees of freedom.
The general features of the transverse mass spectra are
similar to the ones observed at RHIC and imply a col-

2

happens on a constant proper time hypersurface, where
the Cooper-Frye equation is applied on transverse slices
of thickness ∆z = 0.1−0.2 fm that have cooled down be-
low an energy density of 5ϵ0 ≈ 730 MeV/fm3 [36]. This
approach provides the full final phase space distributions
of the produced particles for each event and can be com-
pared to the pure transport approach by turning off the
hydrodynamic evolution which allows for a qualitative
study of viscous effects.
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FIG. 1: (Color online) Charged particle multiplicity at midra-
pidity (|η| < 0.5) as a function of the number of participants
in Pb+Pb collisions at

√
sNN = 2.76 TeV calculated in the

UrQMD transport and the hybrid approach compared to the
experimental data [1].

The first observable to look at is the charged particle
multiplicity at midrapidity. In Fig. 1 the calculation of
the centrality dependent multiplicity scaled by the num-
ber of participants (estimated in a Glauber approach) is
shown. The hadronic transport approach UrQMD pro-
vides a reasonable description of the multiplicity. For
central collisions the predictions published in [37] are
right on top of the ALICE data while with decreasing
centrality the number of charged particles is a little lower
than in the data. This fair agreement with the data hints
to the fact that the main particle production can be de-
scribed by the initial binary nucleon-nucleon interactions
treated by PYTHIA. The hydrodynamic evolution does
not affect the particle production. Since ideal hydrody-
namics implies an isentropic expansion this means that
the charged particle multiplicity is determined in the ini-
tial state and by the final resonance decays.

For the following calculations of spectra and collective
flow four different centrality classes have been chosen that
match the ones applied by the ALICE collaboration as
they are listed in the following table:
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FIG. 2: (Color online) Transverse momentum spectra of
charged particles for four different centralities calculated in
the UrQMD transport and the hybrid approach compared to
the available experimental data [2].

Centrality class Impact parameter range

0-5% b < 3 fm

5-10% b = 3− 5 fm

10-20% b = 5− 7 fm

20-40% b = 7− 10 fm

The transverse momentum spectrum for charged par-
ticles in the mentioned centrality classes are compared to
experimental data in the most central bin (see Fig. 2).
The main difference between the hybrid and the trans-
port calculation is in the slopes of the spectra. As ex-
pected the hydrodynamic evolution leads to a purely ex-
ponential pT dependence which describes the data until
pT < 3 GeV very well. At higher transverse momenta
the power law tail from hard processes becomes impor-
tant for a good agreement with the measured values. In
the range from 4 to 6 GeV the non-equilibrium descrip-
tion exemplified by the UrQMD calculation provides a
better description of the experimental data.

In Fig. 3 predictions for the transverse mass spec-
tra at midrapidity of pions, kaons and protons are pre-
sented. The pion spectra are very similar to the charged
particle spectra since they represent the major fraction
of the newly produced particles in the collision. Kaons
are strange mesons and protons are chosen because they
have a higher mass and are baryonic degrees of freedom.
The general features of the transverse mass spectra are
similar to the ones observed at RHIC and imply a col-
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•  Good description of data in hybrid mode of the model	
H. Petersen, Phys.Rev. C84 (2011) 034912	



Summary	
•  UrQMD is a well benchmarked model for the 

description of hadron-hadron, hadron-nucleus and 
nucleus-nucleus collisions. 

•  Particle yields, spectra and baryon-stopping in line 
with data (especially at low energies) 

•  In hybrid mode it is applicable up to LHC energies 
•  In standard cascade mode (no hydro) the model 

needs seconds for the simulation of a single event. 
•  However, hybrid calculations are slow at LHC 

energies (up to 1h per event) 
 
à well suited as low energy model for cosmic rays 

Marcus Bleicher, CERN 10/2018 


