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Software in High Energy Physics

• Software is the essential component of modern experiments in HEP

• Upgraded on a short timescales compared with e.g. detectors

• Flexible, but susceptible to issues and bugs

• Need of systematic regression and performance tests
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The issue

• Tests of software performance often ran manually by experts
◦ specific knowledge required to setup, run and understand the test
◦ resource consuming to run the code on personal computer
◦ manual comparison with other versions
◦ results usually not available publicly

• Nightlies infrastructure not suitable for performance tests

◦ only boolean result and list of errors or warnings
◦ running for all configurations usually not needed
◦ risk of interference with builds in case of long tests
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LHCb Performance and Regression framework
• LHCbPR is a framework for systematic monitoring of the LHCb software

• Provides performance baseline in controlled conditions

• Enables to inspect any changes due to e.g.:

◦ detector description
◦ MC generators
◦ physics of Geant4
◦ new external libraries
◦ merge requests

• Compare results across different compilers and architectures

• Not only to monitor resource consumption, but also to measure the
physics performance

• Benchmarking code (e.g. for reconstruction) especially crucial in the LHC upgrade era!
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Design of LHCbPR

• Based on microservice architecture

• Generic form of modules enables to apply the service not only in LHCb,
but also in other experiments or companies

• Usage of software containers to facilitate deployment

• Flexibility in running the software

• Friendly reporting of the results

◦ comparing histograms
◦ trend analysis
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Infrastructure
• Periodic tests started by the Jenkins job

◦ nightly builds of the LHCb software are the input flavour
◦ tests triggered when corresponding nightly builds ready (using RabbitMQ)

• Configuration in XML files
• Tests are running on dedicated, profiling machines

◦ SLC6, CC7

• Results of the tests parsed by the specific handlers

◦ to save metrics (int, float, string, file and JSON)

• Zip file sent to the database through Dirac Storage Element

◦ backend implemented in Django

• Web front–end .. lblhcbpr.cern.ch

◦ implemented in AngularJS
◦ generic ROOT files viewer
◦ trend analysis
◦ custom modules
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Some statistics as of today

• 5 LHCb applications (e.g. for reconstruction, simulation, triggering)

• 44 option files

• 120 tests (running on different configutions of compilers and architectures)

• ∼40 tests daily

• Single tests run from several minutes up to 10 hours

• ∼7 GB collected up to now (∼1.5 years)

◦ zip files with JSON and ROOT files

• Tens of MB daily
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Example of JSON schema

• Main use case: trend analysis for job attributes of interest
• In addition, ROOT files with TH1 and TH2
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Timing of simulation application vs. SW version

...

.. Gauss!164 (RICH fast options)

..

.. Gauss!169 (new tag)

..

(61.7±2.3)s

.

(53.5±1.2)s

.
(40.3±0.8)s
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Big data tools for LHCbPR
• How can we profit from the state-of-art technologies like Hadoop?

• Increasing data volume in LHCbPR

• Interactive exploration, fast turn-around could be very useful feature for the LHCbPR

• Investigation of data processing tools and data formats

...LHCbPR.

MySQL DBoD

.

LHCbPR2FE

. EOS.

batch

ingestion

in Parquet

format

.

HDFS

.

Apache
Spark

. SWAN.

Apache Zeppelin

.

Jupyter

.

currently in production

....
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Technologies to consider

• Apache Spark used as an engine for data processing
◦ fault-tolerant, scalable, fast
◦ de facto standard

• Apache Parquet data format seems to be good solution for data format

◦ fast analytics and random access
◦ easiness of use and integration into framework
◦ partitioning crucial for the speed

• Apache Zeppelin and SWAN used as a notebook

◦ collaboration, reproducibility
◦ PySpark interpreter included
◦ widgets for data inputs (e.g. drop-down list, text field)
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Setup of the prototype
• First look on Hadoop ecosystem using

local machine

• Moving to CERN infrastructure (analytix
node) after promising results

• Porting analysis modules to
Zeppelin/SWAN notebooks using both
Scala and PySpark

• Using widgets to mimic the interface of
current LHCbPR web frontend

• matplotlib for displaying the data

• Preference for using SWAN

◦ once Spark and HDFS integration was provided
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Data ingestion

• First, batch copy of all the historical LHCbPR data into HDFS

• Then, automated daily copies (cron job):

◦ framework produces test results in JSON format
◦ files saved on EOS
◦ cron job merges JSON files once a day copies them to HDFS
◦ copy to HDFS

• hdfs dfs -put command

◦ another cron job converts data into Parquet format

• compression ratio wrt JSON: ∼ 16
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Read and data scan performance
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Read and data scan performance

load data benchmark query
JSON 31s 69s
Parquet <1s 15s

Table : Query: filter values of the metric by application name, option, host, platform
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What about ROOT files?
• Following effort from: https://github.com/diana-hep/spark-root

• Support for TTree and primitive data types

◦ would be useful to read TH1, TH2, etc.

• Simple use case with reading one of the files from G4 test
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Remarks on using Hadoop in LHCbPR

• Hadoop approach gives much more flexibility
◦ develop custom scripts in place and see the results immediately
◦ easier and faster access to data
◦ useful for data exploration (e.g. plotting specific metrics filtered according to current needs)
◦ now, need to implement custom analysis module in JS, create MR, and deploy new image

• Relational DB not really mandatory for the LHCbPR case

• The plan is to combine the current Django + AngularJS approach with HDFS + SWAN

◦ reading data using WebHDFS protocol

• Porting existing analysis modules impossible one-to-one

◦ interactive plots (clickable data points)
◦ less functionality in terms of user interface
◦ sufficient for trend analysis and basic comparison of various metrics
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Remarks on Hadoop service
• Scala interpreter seems to be faster than PySpark

◦ but the users want to use python!
◦ more encouraging to implement custom reports for newcomers

• Significant speedup when data partitioned properly

◦ depending on the specific queries
◦ in our use case partitioning by application and option names

• More than one Spark connection in SWAN would be nice
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Summary

• Monitoring of the software is essential tool in large scientific project
such as LHCb

• LHCbPR has already shown to be versatile framework useful for the
whole Collaboration

• Big data tools appear to be promising for the integration with LHCbPR

• Many thanks to CERN IT for providing the service!
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