
Deliverable – 1
A Summary of Auto Encoders on TMVA DNN



Usage and Additions

• TString
layoutString("Layout=Encoder={RESHAPE|1|1|4|FLAT,DENSE|2|SIGMOID}Decoder={DENSE|4|LI
NEAR}");

• Internally, it is still a sequential architecture i.e a single TDeepNet object

• MethodDL and MethodAE were missing the functions necessary for regression. They have been 
added and tested

• Multivariate regression works well



Comparision with Keras – Setup

• The test setup consists of 4 features

• Features 1 and 2 are sampled from a uniform distribution

• Feature 3 = Feature 1 + Feature 2

• Feature 4 = Feature 1 – Feature 2

We're hoping that an Auto Encoder trained on this dataset with encoded 
dimension of 2 would only have Features 1 and 2 since they are independent.



Data Visualization
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Training Strategy

• Trained with 9000 examples and 1000 examples as test set

• Stochastic Gradient Descent with a learning rate of 0.01, No 
momentum, No weight decay, Batch size of 16



Performance Comparision

KERAS TMVA AE

Initial Loss 0.18 0.098

Final Loss 5.15 x 10e-4 1.3577 x 10e-4

Time taken 180 seconds 11.7 seconds






